Music Information Retrieval

George Tzanetakis
Associate Professor
Canada Tier II Research Chair
in Computer Analysis of Audio and Music
Department of Computer Science
University of Victoria

January 2, 2014
List of Figures

3.1 Sampling and quantization .............................................. 35
3.2 Simple sinusoids .......................................................... 38
3.3 Cosine and sine projections of a vector on the unit circle (XXX
Figure needs to be redone) ................................................. 41

5.1 Feature extraction showing how frequency and time summariza-
tion with a texture window can be used to extract a feature vector
characterizing timbral texture .................................................. 62
5.2 The time evolution of audio features is important in characterizing
musical content. The time evolution of the spectral centroid for
two different 30-second excerpts of music is shown in (a). The
result of applying a moving mean and standard deviation calcula-
tion over a texture window of approximately 1 second is shown in
(b) and (c). ................................................................. 64
5.3 Self Similarity Matrix using RMS contours ............................... 65
5.4 The top panel depicts the time domain representation of a frag-
ment of a polyphonic jazz recording, below which is displayed its
corresponding spectrogram. The bottom panel plots both the onset
detection function SF(n) (gray line), as well as its filtered version
(black line). The automatically identified onsets are represented
as vertical dotted lines. ....................................................... 67
5.5 Onset Strength Signal ........................................................ 69
5.6 Beat Histograms of HipHop/Jazz and Bossa Nova ....................... 70
5.7 Beat Histogram Calculation. ................................................ 71

7.1 Similarity Matrix between energy contours and alignment path
using Dynamic Time Warping .............................................. 87
14.1 Similarity Matrix between energy contours and alignment path using Dynamic Time Warping \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots 114
List of Tables

8.1 2012 MIREX Music Similarity and Retrieval Results  . . . . . . 97
9.1 Audio-based classification tasks for music signals (MIREX 2009)  101
14.1 2009 MIREX Audio Cover Song Detection - Mixed Collection . . 115
14.2 2009 MIREX Audio Cover Song Detection - Mazurkas . . . . . . 115
19.1 Software for Audio Feature Extraction  . . . . . . . . . . . . . 128
Contents

1 Introduction .............................................................. 7
   1.1 Context and History ........................................... 8
   1.2 Music Information Retrieval ................................ 12
   1.3 Dimensions of MIR research ................................. 13
       1.3.1 Specificity ............................................. 13
       1.3.2 Data sources and information ....................... 13
       1.3.3 Stages ................................................ 13
   1.4 History ............................................................ 14
       1.4.1 Pre-history ............................................. 14
       1.4.2 History 2000-2005 .................................... 14
       1.4.3 History 2006-today .................................. 14
       1.4.4 Current status ......................................... 14
   1.5 Existing tutorials and literature surveys ................. 14
   1.6 Structure of this book ........................................ 15
       1.6.1 Intended audience .................................... 16
       1.6.2 Terminology and notation ............................ 16
   1.7 Relevant Research Areas ..................................... 16
   1.8 Overview ......................................................... 16
   1.9 Reproducibility ............................................... 16
   1.10 Companion website .......................................... 16
   1.11 Related work ................................................ 16

2 Tasks ........................................................................... 17
   2.1 Similarity Retrieval, Playlisting and Recommendation 18
   2.2 Classification and Clustering ................................. 20
CONTENTS

2.2.1 Genres and Styles .............................................. 21
2.2.2 Artist, Group, Composer, Performer and Album Identifi-
cation ................................................................. 22
2.2.3 Mood/Emotion Detection ................................. 22
2.2.4 Instrument Recognition, Detection ..................... 23
2.2.5 Tag annotation .............................................. 23
2.2.6 Other ....................................................... 24
2.3 Rhythm, Pitch and Music Transcription .................... 24
2.3.1 Rhythm ..................................................... 25
2.3.2 Melody ..................................................... 26
2.3.3 Chords and Key ........................................... 26
2.4 Music Transcription and Source Separation .............. 27
2.5 Query-by-humming ............................................ 27
2.6 Symbolic Processing ........................................... 28
2.7 Segmentation, Structure and Alignment .................... 28
2.8 Watermarking, fingerprinting and cover song detection 28
2.9 Connecting MIR to other disciplines .................... 28
2.10 Other topics .................................................. 28

I Fundamentals .................................................. 29

3 Audio representations ........................................ 31
3.1 Sound production and perception .......................... 32
3.2 Sampling, quantization and the time-domain ............. 34
3.3 Sinusoids and frequency ..................................... 35
3.3.1 Sinusoids and phasors .................................. 36
3.3.2 The physics of a simple vibrating system ............. 37
3.3.3 Linear Time Invariant Systems ....................... 39
3.3.4 Complex Numbers ....................................... 40
3.3.5 Phasors .................................................. 43
3.3.6 Time-Frequency Representations ...................... 45
3.3.7 Frequency Domain Representations ................... 46
3.3.8 Discrete Fourier Transform ............................ 49
3.3.9 Sampling and Quantization .............................. 50
3.3.10 Discrete Fourier Transform ........................... 50
3.3.11 Linearity, propagation, resonances .................... 50
3.3.12 The Short-Time Fourier Transform ........................................... 50
3.3.13 Wavelets ................................................................. 51
3.4 Perception-informed Representations ........................................... 51
3.4.1 Auditory Filterbanks ....................................................... 51
3.4.2 Perceptual Audio Compression ............................................. 51
3.5 Source-based Representations .................................................. 51
3.6 Further Reading ............................................................... 51

4 Music Representations .............................................................. 53
  4.0.1 Music Representations through History .................................... 55
  4.1 Common Music Notation ....................................................... 55
  4.2 Music Theory ................................................................. 55
  4.3 Graphical Score Representations ............................................. 55
  4.4 MIDI ............................................................................. 55
  4.5 MusicXML ................................................................... 55

5 Feature Extraction ................................................................. 57
  5.1 Timbral Texture Features ...................................................... 58
    5.1.1 Spectral Features ....................................................... 58
    5.1.2 Mel-Frequency Cepstral Coefficients ................................ 59
    5.1.3 Other Timbral Features ................................................. 59
    5.1.4 Temporal Summarization .............................................. 61
    5.1.5 Song-level modeling .................................................. 64
  5.2 Rhythm Features .............................................................. 66
    5.2.1 Onset Strength Signal ................................................ 66
    5.2.2 Tempo Induction and Beat Tracking .................................. 68
    5.2.3 Rhythm representations .............................................. 70
  5.3 Pitch/Harmony Features ....................................................... 72
  5.4 Other Audio Features ........................................................ 74
  5.5 Bag of codewords ............................................................ 75
  5.6 Spectral Features ............................................................ 75
  5.7 Mel-Frequency Cepstral Coefficients ..................................... 75
  5.8 Pitch and Chroma ............................................................ 75
  5.9 Beat, Tempo and Rhythm .................................................... 75
  5.10 Modeling temporal evolution and dynamics ............................... 75
  5.11 Pattern representations ..................................................... 75
  5.12 Stereo and other production features .................................... 75
CONTENTS

6 Context Feature Extraction 77
6.1 Extracting Context Information About Music 77

7 Analysis 79
7.1 Feature Matrix, Train Set, Test Set 81
7.2 Similarity and distance metrics 81
7.3 Classification 81
7.3.1 Evaluation 82
7.3.2 Generative Approaches 83
7.3.3 Discriminative 83
7.3.4 Ensembles 83
7.3.5 Variants 83
7.4 Clustering 83
7.5 Dimensionality Reduction 84
7.5.1 Principal Component Analysis 84
7.5.2 Self-Organizing Maps 85
7.6 Modeling Time Evolution 86
7.6.1 Dynamic Time Warping 86
7.6.2 Hidden Markov Models 87
7.6.3 Kalman and Particle Filtering 87
7.7 Further Reading 87

II Tasks 89

8 Similarity Retrieval 91
8.0.1 Evaluation of similarity retrieval 95

9 Classification 99
9.1 Classification 99
9.2 Emotion/Mood 101
9.3 Instrument 101
9.4 Other 101
9.5 Symbolic 102
9.6 Further Reading 102
# CONTENTS

17 Evaluation 123
   17.1 Bibliography .......................... 123

18 User Studies 125

19 Tools 127
   19.1 Datasets .................................. 127
   19.2 Digital Music Libraries .................. 129

A Statistics and Probability 131

B Project ideas 133

C Commercial activity 2011 135

D Historic Time Line 137
Preface

Music Information Retrieval (MIR) is a field that has been rapidly evolving since 2000. It encompasses a wide variety of ideas, algorithms, tools, and systems that have been proposed to handle the increasingly large and varied amounts of musical data available digitally. Researchers in this emerging field come from many different backgrounds. These include Computer Science, Electrical Engineering, Library and Information Science, Music, and Psychology. They all share the common vision of designing algorithms and building tools that can help us organize, understand and search large collections of music in digital form. However, they differ in the way they approach the problem as each discipline has its own terminology, existing knowledge, and value system. The resulting complexity, characteristic of interdisciplinary research, is one of the main challenges facing students and researchers entering this new field. At the same time, it is exactly this interdisciplinary complexity that makes MIR such a fascinating topic.

The goal of this book is to provide a comprehensive overview of past and current research in Music Information Retrieval. A considerable challenge has been to make the book accessible, and hopefully interesting, to readers coming from the wide variety of backgrounds present in MIR research. Intuition and high-level understanding are stressed while at the same time providing sufficient technical information to support implementation of the described algorithms. The fundamental ideas and concepts that are needed in order to understand the published literature are also introduced. A thorough bibliography to the relevant literature is provided and can be used to explore in more detail the topics covered in this book. Throughout this book my underlying intention has been to provide enough support material to make any publication published in the proceedings of the conference of the International Society for Music Information Retrieval (ISMIR) understandable by the readers.
I have been lucky to be part of the growing MIR community right from it’s inception. It is a great group of people, full of passion for their work and always open to discussing their ideas with researchers in other disciplines. If you ever want to see a musicologist explaining Shenkerian analysis to an engineer or an engineer explaining Fourier Transforms to a librarian then try attending ISMIR, the International Conference of the Society for Music Information Retrieval. I hope this book motivates you to do so.
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Chapter 1

Introduction

*I know that the twelve notes in each octave and the variety of rhythm offer me opportunities that all of human genius will never exhaust.*

Igor Stavinsky

In the first decade of the 21st century there has been a dramatic shift in how music is produced, distributed and consumed. This is a digital age where computers are pervasive in every aspect of our lives. Music creation, distribution, and listening have gradually become to a large extent digital. For thousands of years music only existed while it is created at a particular time and place. Suddenly not only it can be captured through recordings but enormous amounts of it are easily accessible through electronic devices. A combination of advances in digital storage capacity, audio compression, and increased network bandwidth have made this possible. Portable music players, computers, and smart phones have facilitated the creation of personal music collections consisting of thousands of music tracks. Millions of music tracks are accessible through streaming over the Internet in digital music stores and personalized radio stations. It is very likely that in the near future all of recorded music will be available and accessible digitally.

The central challenge that research in the emerging field of music information retrieval (MIR) tries to address is how to organize and analyze these vast amounts of music and music-related information available digitally. In addition,
it also involves the development of effective tools for listeners, musicians and musicologists that are informed by the results of this computer supported analysis and organization. MIR is an inherently interdisciplinary field involving ideas from many fields including Computer Science, Electrical Engineering, Library and Information Science, Music, and Psychology. The field has a history of approximately 13 years so it is a relatively new research area. Enabling anyone with access to a computer and the Internet to listen to essentially most of recorded music in human history is a remarkable technological achievement that would probably be considered impossible even as recently as 15 years ago. The research area of Music Information Retrieval (MIR) gradually emerged during this time period in order to address the challenge of effectively accessing and interacting with these vast digital collections of music and associated information such as meta-data, reviews, blogs, rankings, and usage/download patterns.

This book attempts to provide a comprehensive overview of MIR that is relatively self-contained in terms of providing the necessary interdisciplinary background required to understand the majority of work in the field. The guiding principle when writing the book was that there should be enough background material in it, to support understanding any paper that has been published in the main conference of the field: the International Conf. of the Society for Music Information Retrieval (ISMIR). In this chapter the main concepts and ideas behind MIR as well as how the field evolved historically are introduced.

1.1 Context and History

Music is one of the most fascinating activities that we engage as a species as well as one of the most strange and intriguing. Every culture throughout history has been involved with the creation of organized collections of air pressure waves that somehow profoundly affect us. To produce these waves we have invented and perfected a large number of sound producing objects using a variety of materials including wood, metal, guts, hair, and skin. With the assistance of these artifacts, that we call musical instruments, musicians use a variety of ways (hitting, scraping, bowing, blowing) to produce sound. Music instruments are played using every conceivable part of our bodies and controlling them is one of the most complex and sophisticated forms of interaction between a human and an artifact. For most of us listening to music is part of our daily lives, and we find it perfectly natural that musicians spend large amounts of their time learning their craft, or that we
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frequently pay money to hear them perform. Somehow these organized structures of air pressure waves are important enough to warrant our time and resources and as far as we can tell this has been a recurring pattern throughout human history and different cultures. It is rather perplexing how much time and energy we are willing to put into music making and listening and there is vigorous debate about what makes music so important. What is clear is that music was, is, and probably will be an essential part of our lives.

Technology has always played a vital role in music creation, distribution, and listening. Throughout history the making of musical instruments has followed the technological trends of the day. For example instrument making has taken advantage of progressively better tools for wood and bone carving, the discovery of new metal alloys, and materials imported from far away places. In addition, more conceptual technological developments such as the use of music notation to preserve and transmit music, or the invention of recording technology have also had profound implications on how music has been created and distributed. In this section, a brief overview of the history of how music and music-related information has been transmitted and preserved across time and space is provided.

Unlike painting or sculpture, music is ephemeral and exists only during the course of a performance and as a memory in the minds of the listeners. It is important to remember that this has been the case throughout most of human history. Only very recently with the invention of recording technology could music be “preserved” across time and space. The modern term “live” music applied to all music before recording was invented. Music is a process not an artifact. This fleeting nature made music transmission across space and time much more difficult than other arts. For example, although we know a lot about what instruments and to some extent what music scales were used in antiquity, we have very vague ideas of how the music actually sounded. In contrast, we can experience ancient sculptures or paintings in a very similar way to how they were perceived when they were created. For most of human history the only means of transmission and preservation of musical information was direct contact between a performer and a listener during a live performance. The first major technological development that changed this state of affairs was the invention of musical notation. Although several forms of music notation exist for our discussion we will focus on the evolution of Western common music notation which today is the most widely used music notation around the world.

Several music cultures around the world developed symbolic notation systems although musicians today are mostly familiar with Western common music notation. The origins of western music notation lie in the use of written symbols
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as mnemonic aids in assisting singers render melodically a particular religious text. Fundamentally the basic idea behind music notation systems is to encode symbolically information about how a particular piece of music can be performed. In the same way that a recipe is a set of instructions for making a particular dish, a notated piece of music is a set of instructions that musicians must follow to render a particular piece of music. Gradually music notation became more precise and able to capture more information about what is being performed. However it can only capture some aspects of a music performance which leads to considerable diversity in how musicians interpret a particular notated piece of music. The limited nature of music notation is because of its discrete symbolic nature and the limited amount of possible symbols one can place on a piece of paper and realistically read. Although initially simply a mnemonic aid, music notation evolved and was used as a way to preserve and transmit musical information across space and time. Music notation provided an alternative way of encountering new music to attending a live performance. For example, a composer like J. S. Bach could hear music composed in Italy by simply reading a piece of paper and playing it on a keyboard rather than having to physically be present when it was performed. Thanks to written music scores any keyboard player today can still perform the pieces J. S. Bach composed more than 300 hundred years ago by simply reading the scores he wrote. One interesting sidenote that is a recurring theme in the history of technology and music technology is that frequently inventions are used in ways that their original creators never envisioned. Although originally conceived more as a mnemonic aid for existing music, music notation profoundly has affected the way music was created, distributed and consumed. For example, the advent of music notation to a large extent was the catalyst that enabled the creation of a new type of specialized worker the freelance composer who supported himself by selling his scores rather than requiring a rich patron to support him.

The invention of recording technology caused even more significant changes in the way music was created, distributed and consumed. The history of recording and the effects it had is extremely fascinating. In many ways it is also quite informative about many of the debates and discussions about the role of digital music technology today. Recording enabled repeatability at a much more precise level than music notation ever could and decouples the process of listening from the process of music making.

Given the enormous impact of recording technology to music it is hard to imagine that there was a time when it was considered a distraction from the “real” application of recording speech for business applications by none less than the distinguished Thomas Edison. Despite his attempts music recordings became
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extremely popular and jukebox sales exploded. For the first time in history music could be captured, replicated and distributed across time and space and recording devices quickly spread across the world. The ensuing cross-polination of diverse musical styles triggered the generation of various music styles that essentially form the foundation of many of the popular music genres today.

Initially the intention of recordings was to capture as accurately as possible the sound of live music performances. At the same time, limitations of early recording technology such as the difficulty of capturing dynamics and the short duration of recordings forced musicians to modify and adapt how they played music. As technology progressed with the development of inventions such as electric microphones and magnetic tapes, recordings progressively became more and more a different art form. Using effects such as overdubbing, splicing, and reverb recordings in many cases became creations impossible to recreate in live music performance.

Early gramophones allowed their owners to make their own recordings but soon after with the standardization and mass production of recording discs the playback devices were limited to playing not recording. Recordings became something to be collected, prized and owned. They also created a different way of listening that could be conducted in isolation. It is hard for us to imagine how strange this isolated listening to music seemed in the early days of recording.

These two historical developments in music technology: musical notation and audio recording, are particularly relevant to the field of MIR, which is the focus of this book. They are directly reflected in the two major types of digital representations that have been used for MIR: symbolic and audio-based. These digital representations were originally engineered to simply store digitally the corresponding analog (for example vinyl) and physical (for example typeset paper) information but eventually were utilized to develop completely new ways of interacting with music using computers. It is also fascinating how the old debates contrasting the individual model of purchasing recordings with the broadcasting model of radio are being replayed in the digital domain with digital music stores that sell individual tracks and subscription services that provided unlimited access to streaming tracks.
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1.2 Music Information Retrieval

As we discussed in the previous section the ideas behind music information and retrieval are not new although the term itself is. In this book we focus on the modern use of the term music information retrieval which will be abbreviated to MIR for the remainder of the book. MIR deals with the analysis and retrieval of music in digital form. It reflects the tremendous recent growth of music-related data digitally available and the consequent need to search within it to retrieve music and musical information efficiently and effectively.

Arguably the birth of Music Information Retrieval (MIR) as a separate research area happened in Plymouth, Massachusetts in 1999 at the first conference (then symposium) on Music Information Retrieval. Although work in MIR had appeared before that time in various venues, it wasn’t identified as such and the results were scattered in different communities and publication venues. During that Symposium a group of Computer Scientists, Electrical Engineers, Information Scientists, Musicologists, and Librarians met for the first time in a common space, exchanged ideas and found out what types of MIR research were happening at the time that until then were published in completely separate and different conferences and communities.

When MIR practitioners convey what is Music Information Retrieval to a more general audience they frequently use two metaphors that capture succinctly how the majority, but not all, of MIR research could potentially be used. The first metaphor is the so called “grand celestial jukebox in the sky” and refers to the potential availability of all recorded music to any computer user. The goal of MIR research is to develop better ways of browsing, choosing, listening and interacting with this vast universe of music and associated information. To a large extent online music stores, such as the iTunes store, are well on their way of providing access to large collections of music from around the world. A complimentary metaphor could be termed the “absolute personalized radio” in which the listening habits and preferences of a particular user are analyzed and/or specified and computer algorithms provide a personalized sequence of music pieces that is customized to the particular user. As is the case with the traditional jukebox and radio for the first the emphasis is on choice by the user versus choice by some expert entity for the second. It is important to note that there is also MIR research that does not fit well in these two metaphors. Examples include: work on symbolic melodic pattern segmentation or work on computational ethnomusicology.
1.3 Dimensions of MIR research

There are multiple different ways that MIR research can be organized into thematic areas. Three particular “dimensions” of organization, that I have found useful when teaching and thinking about the topic are: 1) specificity which refers to the semantic focus of the task, and 2) data sources which refers to the various representations (symbolic, meta-data, context, lyrics) utilized to achieve a particular task and 3) stages which refers to the common processing stages in a MIR systems such as representation, analysis, and interaction. In the next three subsections, these dimensions are described in more detail.

1.3.1 Specificity

1.3.2 Data sources and information

1.3.3 Stages

- **Representation - Hearing**
  Audio signals are stored (in their basic uncompressed form) as a time series of numbers corresponding to the amplitude of the signal over time. Although this representation is adequate for transmission and reproduction of arbitrary waveforms, it is not particularly useful for analyzing and understanding audio signals. The way we perceive and understand audio signals as humans is based on and constrained by our auditory system. It is well known that the early stages of the human auditory system (HAS) decompose incoming sound waves into different frequency bands to a first approximation. In a similar fashion, in MIR, time-frequency analysis techniques are frequently used for representing audio signals. The representation stage of the MIR pipeline refers to any algorithms and systems that take as input simple time-domain audio signals and create a more compact, information-bearing representations. The most relevant academic research area to this stage is Digital Signal Processing (DSP).

- **Analysis - Understanding**
  Once a good representation is extracted from the audio signal various types of automatic analysis can be performed. These include similarity retrieval,
classification, clustering, segmentation, and thumbnailing. These higher-level types of analysis typically involve aspects of memory and learning both for humans and machines. Therefore Machine Learning algorithms and techniques are important for this stage.

- **Interaction - Acting**
  When the signal is represented and analyzed by the system, the user must be presented with the necessary information and act according to it. The algorithms and systems of this stage are influenced by ideas from Human Computer Interaction and deal with how information about audio signals and collections can be presented to the user and what types of controls for handling this information are provided.

### 1.4 History

In this section, the history of MIR as a field is traced chronologically mostly through certain milestones.

#### 1.4.1 Pre-history

#### 1.4.2 History 2000-2005

The first activities in MIR were initiated through activities in the digital libraries community [5].

#### 1.4.3 History 2006-today

#### 1.4.4 Current status

#### 1.5 Existing tutorials and literature surveys

Overviews
1.6 Structure of this book

Even though MIR is a relatively young research area, the variety of topics, disciplines and concepts that have been explored make it a hard topic to cover comprehensively. It also makes a linear exposition harder. One of the issues I struggled with while writing this book was whether to narrow the focus to topics that I was more familiar (for example only covering MIR for audio signals) or attempt to provide a more complete coverage and inevitably write about topics such as symbolic MIR and optical music recognition (OMR) with which I was less familiar. At the end I decided to attempt to cover all topics as I think they are all important and wanted the book to reflect the diversity of research in this field. I did my best to familiarize myself with the published literature in topics removed from my expertise and received generous advice and help from friends who are familiar with them to help me write the corresponding chapters.

The organization and chapter structure of the book was another issue I struggled with. Organizing a particular body of knowledge is always difficult and this is made even more so in an interdisciplinary field like MIR. An obvious organization would be historical with different topics introduced chronologically based on the order they appeared in the published literature. Another alternative would be based on an organization based on MIR tasks and applications. However, there are several concepts and algorithms that are fundamental to and shared by most MIR applications. After several attempts I arrived at the following organization which although not perfect was the best I could do. The book is divided into three large parts. The first, titled Fundamentals, introduces the main concepts and algorithms that have been utilized to perform various MIR tasks. It can be viewed as a crash course in important fundamental topics such as digital signal processing, machine learning and music theory through the lens of MIR research. Readers with more experience in a particular topic can easily skip the corresponding chapter and move to the next part of the book. The second part of the book, titled Tasks, describes various MIR tasks that have been proposed in the literature based on the background knowledge described in the Fundamentals part. The third part, titled Systems and Applications, provides a more implementation oriented exposition of more complete MIR systems that combine MIR tasks as well as information about tools and data sets. Appendices provide supplementary background material as well as some more specific optional topics.
1.6.1 Intended audience

1.6.2 Terminology and notation

informatics, retrieval
piece, track, song
database, collection, library
modern popular music, western art music
MIDI
monophonic polyphonic
symbolic vs audio
x(t) vs x[t] lower case of time domain and upper case for frequency domain

1.7 Relevant Research Areas

1.8 Overview

1.9 Reproducibility

1.10 Companion website

1.11 Related work
Chapter 2

Tasks

Like any research area, Music Information Retrieval (MIR) is characterized by the types of problems researchers are working on. In the process of growing as a field, more and hopefully better algorithms for solving each task are constantly designed, described and evaluated in the literature. In addition occasionally new tasks are proposed. The majority of these tasks can easily be described to anyone with a basic understanding of music. Moreover they are tasks that most humans perform effortlessly. A three year old child can easily perform music information related tasks such as recognizing a song, clapping along with music, or listening to the sung words in a complex mixture of instrumental sounds and voice signals. At the same time, the techniques used to perform such tasks automatically are far from simple. It is humbling to realize that a full arsenal of sophisticated signal processing and machine learning algorithms are required to perform these seemingly simple music information tasks using computers. At the same time computers, unlike humans, can process arbitrarily large amounts of data and that way open up new possibilities in how listeners interact with large digital collections of music and associated information. For example, a computer can analyze a digital music collection with thousands of songs to find pieces of music that share a particular melody or retrieve several music tracks that match an automatically calculated tempo. These are tasks beyond the ability of most humans when applied to large music collections. Ultimately MIR research should be all about combining the unique capabilities of humans and machines in the context of music information and interaction.
In this chapter, a brief overview of the main MIR tasks that have been proposed in the literature and covered in this book is provided. The goal is to describe how each task/topic is formulated in terms of what it tries to achieve rather than explaining how these tasks are solved or how algorithms for solving them are evaluated. Moreover, the types of input and output required for each task are discussed. In most tasks there is typically a seminal paper or papers that had a lot of impact in terms of formulating the task and influencing subsequent work. In many cases these seminal papers are preceded by earlier attempts that did not gain traction. For each task described in this chapter I attempt, to the best of my knowledge, to provide pointers to the earliest relevant publication, the seminal publication and some representative examples. Additional citations are provided in the individual chapters in the rest of the book.

This chapter can also be viewed as an attempt to organize the growing and somewhat scattered literature in MIR into meaningful categories and serve as a quick reference guide. The rest of the book is devoted to explaining how we can design algorithms and build systems to solve these tasks. Solving these tasks can sometimes directly result in useful systems, but frequently they form components of larger more complicated and complex systems. For example, beat tracking can be considered a MIR task, but it can also be part of a larger computer-assisted DJ system that performs similarity retrieval and beat alignment. Monophonic pitch extraction is another task that can be part of a larger query-by-humming system. Roughly speaking I consider as a task any type of MIR problem for which there is existing published work and there is a clear definition of what the expected input and desired output should be. The order of presentation of tasks in this chapter is relatively subjective and the descriptions are roughly proportional to the amount of published literature in each particular task.

2.1 Similarity Retrieval, Playlisting and Recommendation

Similarity retrieval (or query-by-example) is one of the most fundamental MIR tasks. It is also one of the first tasks that were explored in the literature. It was originally inspired by ideas from text information retrieval and this early influence is reflected in the naming of the field. Today most people with computers use search engines on a daily basis and are familiar with the basic idea of text
information retrieval. The user submits a query consisting of some words to the
search engine and the search engine returns a ranked list of web pages sorted by
how relevant they are to the query.

Similarity retrieval can be viewed as an analogous process where instead of the
user querying the system by providing text the query consists of an actual piece
of music. The system then responds by returning a list of music pieces ranked by
their similarity to the query. Typically the input to the system consists of the query
music piece (using either a symbolic or audio representation) as well as additional
metadata information such as the name of the song, artist, year of release etc. Each
returned item typically also contains the same types of meta-data. In addition to
the audio content and meta-data other types of user generated information can also
be considered such as ranking, purchase history, social relations and tags.

Similarity retrieval can also be viewed as a basic form of playlist generation in
which the returned results form a playlist that is “seeded” by the query. However
more complex scenarios of playlist generation can be envisioned. For example a
start and end seed might be specified or additional constraints such as approximate
duration or minimum tempo variation can be specified. Another variation is based
on what collection/database is used for retrieval. The term playlisting is more
commonly used to describe the scenario where the returned results come from the
personal collection of the user, while the term recommendation is more commonly
used in the case where the returned results are from a store containing a large
universe of music. The purpose of the recommendation process is to entice the
user to purchase more music pieces and expand their collection. Although these
three terms (similarity retrieval, music recommendation, automatic playlisting)
have somewhat different connotations the underlying methodology for solving
them is similar so for the most part we will use them interchangeably. Another
related term that is sometimes used in personalized radio in which the idea is to
play music that is personalized to the preferences to the user.

One can distinguish three basic approaches to computing music similarity.
Content-based similarity is performed by analyzing the actual content to extract
the necessary information. Metadata approaches exploit sources of information
that are external to the actual content such as relationships between artists, styles,
tags or even richer sources of information such as web reviews and lyrics. Usage-
based approaches track how users listen and purchase music and utilize this infor-
mation for calculating similarity. Examples include collaborive filtering in which
the commonalities between purchasing histories of different users are exploited,
tracking peer-to-peer downloads or radio play of music pieces to evaluate their
“hotness” and utilizing user generated rankings and tags.
There are trade-offs involved in all these three approaches and most likely the ideal system would be one that combines all of them intelligently. Usage-based approaches suffer from what has been termed the “cold-start” problem in which new music pieces for which there is no usage information cannot be recommended. Metadata approaches suffer from the fact that metadata information is frequently noisy or inaccurate and can sometimes require significant semi-manual effort to clean up. Finally content-based methods are not yet mature enough to extract high-level information about the music.

Evaluation of similarity retrieval is difficult as it is a subjective topic and therefore require large scale user studies in order to be properly evaluated. In most published cases similarity retrieval systems are evaluated through some related tasks such as how many of the returned music tracks belong to the same genre as the query.

2.2 Classification and Clustering

Classification refers to the process of assigning one or more textual labels in order to characterize a piece of music. Humans have an innate drive to group and categorize things including music pieces. In classification tasks the goal is given a piece of music to perform this grouping and categorization automatically. Typically this is achieved by automatically analyzing a collection of music that has been manually annotated with the corresponding classification information. The analysis results are used to “train” models (computer algorithms) that given the analysis results (referred to as audio features) for a new unlabelled music track are able “predict” the classification label with reasonable accuracy. This is referred to as “supervised learning” in the field of machine learning/data mining. At the opposite end of the spectrum is “unsupervised learning” or “clustering” in which the objects of interest (music pieces in our case) are automatically grouped together into “clusters” such that pieces that are similar fall in the same cluster.

There are several interesting variants and extensions of the classic problems of the classification and clustering. In semi-supervised learning the learning algorithms utilizes both labeled data as in standard classification as well as unlabeled data as in clustering. The canonical output of classification algorithms is a single label from a finite known set of classification labels. In multi-label classification each object to be classified is associated with multiple labels both when training and predicting.
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When characterizing music several possible such groupings have been used historically as means of organizing music and computer algorithms that attempt to perform the categorization automatically have been developed. Although the most common input to MIR classification and clustering systems is audio signals there has also been work that utilizes symbolic representations as well as metadata (such as tags and lyrics) and context information (peer-to-peer downloads, purchase history). In the following subsections, several MIR tasks related to classification and clustering are described.

2.2.1 Genres and Styles

Genres or styles are words used to describe groupings of musical pieces that share some characteristics. In the majority of cases these characteristics are related to the musical content but not always (for example in Christian Rap). They are used to physically organize content in record stores and virtually organize music in digital stores. In addition they can be used to convey music preferences and taste as the stereotypical response to the question “What music you like” which typically goes something like “I like all different kinds of music except X” where X can be classical, country, heavy metal or whatever other genre the particular person is not fond of. Even though there is clear shared meaning among different individual when discussing genres their exact definition and boundaries are fuzzy and subjective. Even though sometimes they are criticized as being driven by the music industry their formation can be an informal and fascinating process.

Top level genres like “classical” or “rock” tend to encompass a wide variety of music pieces with the extreme case of “world music” which has enormous diversity and almost no descriptive capability. On the other hand, more specialized genres (sometimes referred to as sub-genres) such Neurofunk or Speed Metal are meaningful to smaller groups of people and in many cases used to differentiate the insiders from the outsiders. Automatic genre classification was one of the earliest classification problems tackled in the music information retrieval literature and is still going strong. The easy availability of ground truth (especially for top-level genres) that can be used for evaluation, and the direct mapping of this task to well established supervised machine learning techniques are the two main reasons for

the popularity of automatic genre classification. Genre classification can be cast either as the more common single-label classification problem (in which one out of a set of N genres is selected for unknown tracks) or as a multi-label classification in which a track can belong to more than one category/genre.

[64]

2.2.2 Artist, Group, Composer, Performer and Album Identification

Another obvious grouping that can be used for classification is identifying the artist or group that performs a particular music track. In the case of rock and popular music frequently the performing artists are also the composers and the tracks are typically associated to a group (like the Beatles or Led Zeppelin). On the other hand in classical music there is typically a clearer distinction between composer and performer. The advantage of artist identification compared to genre is that the task is much more narrow and in some ways well-defined. At the same time it has been criticized as identifying the production/recording approach used, rather than the actual musical content (especially in the case of songs from the same album) and also being a somewhat artificial tasks as in most practical scenarios this information is readily available from meta-data.

2.2.3 Mood/Emotion Detection

Music can evoke a wide variety of emotional responses which is one of the reasons it is heavily utilized during movies. Even though culture and education can significantly affect the emotional response of listeners to music there has been work attempting to automatically detection mood and emotion in music. As this is information that listeners frequently used to discuss music and not readily available in most cases there has been considerable interest in performing it automatically. Even though it is occasionnally cast as a single-label classification problem it is more appropriately considered a multi-label problem or in some cases a regression in a continuous “emotion” space.
2.2.4 Instrument Recognition, Detection

Monophonic instrument recognition refers to automatically predicting the name/type of a recorded sample of a musical instrument. In the easiest configuration isolated notes of the particular instrument are provided. A more complex scenario is when larger phrases are used, and of course the most difficult problem is identifying the instruments present in a mixture of musical sounds (polyphonic instrument recognition or instrumentation detection). Instrument classification techniques are typically applied to databases of recorded samples.

2.2.5 Tag annotation

The term “tag” refers to any keyword associated to an article, image, video, or piece of music on the web. In the past few years there has been a gradual shift from manual annotation into fixed hierarchical taxonomies to collaborative social tagging where any user can annotate multimedia objects with tags (so called folksonomies) without conforming to a fixed hierarchy and vocabulary. For example, Last.fm is a collaborative social tagging network which collects roughly 2 million tags (such as “saxophone”, “mellow”, “jazz”, “happy”) per month [?] and uses that information to recommend music to its users. Another source of tags are “games with a purpose” [?] where people contribute tags as a by-product of doing a task that they are naturally motivated to perform, such as playing casual web games. For example TagATune [?] is a game in which two players are asked to describe a given music clip to each other using tags, and then guess whether the music clips given to them are the same or different.

Tags can help organize, browse, and retrieve items within large multimedia collections. As evidenced by social sharing websites including Flickr, Picasa, Last.fm, and You Tube, tags are an important component of what has been termed as “Web 2.0”. The focus of MIR research is systems that automatically predict tags (sometimes called autotags) by analyzing multimedia content without requiring any user annotation. Such systems typically utilize signal processing and supervised machine learning techniques to “train” autotaggers based on analyzing a corpus of manually tagged multimedia objects.

There has been considerable interest for automatic tag annotation in multimedia research. Automatic tags can help provide information about items that have not been tagged yet or are poorly tagged. This avoids the so called “cold-start problem” [?] in which an item can not be retrieved until it has been tagged.
Addressing this problem is particularly important for the discovery of new items such as recently released music pieces in a social music recommendation system.

### 2.2.6 Other

Audio classification techniques have also been applied to a variety of other areas in music information retrieval and more generally audio signal processing. For example, they can be used to detect which parts of a song contain vocals (singing identification) or detect the gender of a singer. They can also be applied to the classification/tagging of sound effects for movies and games (such as door knocks, gun shots, etc). Another class of audio signals to which similar analysis and classification techniques can be applied are bioacoustic signals which are the sounds animals use for communication. There is also work on applying classification techniques on symbolic representations of music.

### 2.3 Rhythm, Pitch and Music Transcription

Music is perceived and represented at multiple levels of abstraction. At the one extreme, an audio recording appears to capture every detailed nuance of music performance for prosperity. However, even in this case this is an illusion. Many details of a performance are lost such as the visual aspects of the performers and musician communication or the intricacies of the spatial reflections of the sound. At the same time, a recording does capture more concrete, precise information than any other representation. At the other extreme a global genre categorization of a music piece such as saying this is a piece of reggae or classical music reduces a large group of different pieces of music that share similar characteristics to a single world. In between these two extremes there is a large number of intermediate levels of abstraction that can be used to represent the underlying musical content.

One way of thinking about these abstractions are as different representations that are invariant to transformations of the underlying music. For example, most listeners, with or without formal musical training, can recognize the melody of Twinkle, Twinkle Little Star (or some melody they are familiar with) independently of the instrument it is played on, or how fast it is played, or what is the starting pitch. Somehow the mental representation of the melody is not affected by these rather drastic changes to the underlying audio signal. In music theory a
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A common way of describing music is based on rhythm and pitch information. Furthermore, pitch information can be abstracted as melody and harmony. A western common music score is a comprehensive set of notation conventions that represent what pitches should be played, when they should be played and for how long, when a particular piece of music is performed. In the following subsections we describe some of the MIR tasks that can be formulated as automatically extracting a variety representations at the different levels of musical abstraction.

2.3.1 Rhythm

Rhythm refers to the hierarchical repetitive structure of music over time. Although not all music is structured rhythmically, a lot of music in the world is and has patterns of sounds that repeat periodically. These repeating patterns are typically formed on top of an underlying conceptual sequence of semi-regular pulses that are grouped hierarchically.

Automatic rhythm analysis tasks attempt to extract different kinds of rhythmic information from audio signals. Although there is some variability in terminology there are certain tasks that are sufficiently well-defined and for which several algorithms have been proposed.

Tempo induction refers to the process of extracting an estimate of the tempo (the frequency of the main metrical level i.e. the frequency that most humans would tap their foot when listening to the music) for a track or excerpt. Tempo induction is mostly meaningful for popular music with a relatively steady beat that stays the same throughout the audio that is analyzed. Beat tracking refers to the more involved process of identifying the time locations of the individual beats and is still applicable when there are significant tempo changes over the course of the track being analyzed.

In addition to the two basic tasks of tempo induction and beat tracking there are additional rhythm-related tasks that have been investigated to a smaller extent. Meter estimation refers to the process of automatically detecting the grouping of beat locations into large units called measures such as 4/4 (four beats per measure) or 3/4 (3 beats per measure). A related task is the automatic extraction of rhythmic patterns (repeating sequences of drum sounds) typically found in modern popular music with drums. Finally drum transcription deals with the extraction of a “score” notating which drum sounds are played and when in piece of music. Early work focused on music containing only percussion [?] but more recent work considers arbitrary polyphonic music. There is also a long history
of rhythmic analysis work related to these tasks performed on symbolic representations (mostly MIDI) in many cases predating the birth of MIR as a research field.

2.3.2 Melody

Melody is another aspect of music that is abstract and invariant to many transformations. Several tasks related to melody have been proposed in MIR. The result of monophonic pitch extraction is a time-varying estimate of the fundamental frequency of a musical instrument or human voice. The output is frequently referred to as a pitch contour. Monophonic pitch transcription refers to the process of converting the continuous-valued pitch contour to discrete notes with a specified start and duration. Figure ?? shows visually these concepts. When the music is polyphonic (more than one sound source/music instrument is present) then the related problem is termed predominant melody extraction. In many styles of music and especially modern pop and rock there is a clear leading melodic line typically performed by a singer. Electric guitars, saxophones, trumpets also frequently perform leading melodic lines in polyphonic music. Similar to monophonic melody extraction in some cases a continuous fundamental frequency contour is extracted and in other cases a discrete set of notes with associated onsets and offsets is extracted.

A very important and not at all straightforward task is melodic similarity. Once these melodic representations are computed it investigates how they can be compared with each other so that melodies that would be perceived by humans as associated with the same piece of music or as similar will be automatically detected as such. The reason this task is not so simple is that there is an enormous amount of variations that can be applied to a melody while it still maintains its identity. These variations range from the straightforward transformations of pitch transposition and changing tempo to complicated aspects such as rhythmic elaboration and the introduction of new pitches.

2.3.3 Chords and Key

Chord Detection, Key Detection/tonality
2.4 Music Transcription and Source Separation

Ultimately music is an organized collection of individual sound sources. There are several MIR tasks that can be performed by characterizing globally and statistically the music signal without individually characterizing each individual sound source. At the same time it is clear that as listeners we are able to focus on individual sound sources and extract information from them. In this section we review different approaches to extracting information for individual sound sources that have been explored in the literature.

Source separation refers to the process of taking as input a polyphonic mixture of individual sound sources and producing as output the individual audio signals corresponding to each individual sound source. The techniques used in this task have their origins in speech separation research which frequently is performed using multiple microphones for input. Blind sound separation refers ... .

blind source separation, computational auditory scene analysis, music understanding

2.5 Query-by-humming

In query by humming (QBH) the input to the system is a recording of a user singing or humming the melody of a song. The output is an audio recording that corresponds to the hummed melody selected from a large database of songs. Earlier systems constrained the user input, for example by requiring the user to sing using fixed syllables such as La, La, La or even just the rhythm (query by tapping) with the matching being against small music collections. Current systems have removed these restrictions accepting as input normal singing and performing the matching against larger music collections. QBH is particularly suited for smart phones. Some related tasks that have also been explored are query by beat boxing in which the input is a vocal rendering of a particular rhythmic pattern and the output is either a song or a drum loop that corresponds to the vocal rhythmic pattern.
2.6 Symbolic Processing

representations [37]
searching for motifs/themes, polyphonic search

2.7 Segmentation, Structure and Alignment

[?] [32]
thumbnailing, summaring

2.8 Watermarking, fingerprinting and cover song detection

2.9 Connecting MIR to other disciplines

The most common hypothetical scenario for MIR systems is the organization and analysis of large music collections of either popular or classical music for the average listener. In addition there has been work in connecting MIR to other disciplines such as digital libraries [5, 26], musicology [13].

2.10 Other topics

Computational musicology and ethnomusicology, performance analysis such as extracting vibrato from monophonic instruments [9], optical music recognition [?], digital libraries, standards (musicXML), assistive technologies [36], symbolic musicology, hit song science
Part I
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Chapter 3

Audio representations

*Is it not strange that sheep’s guts should hale souls out of men’s bodies*
Shakespeare

The most basic and faithful way to preserve and reproduce a specific music performance is as an audio recording. Audio recordings in analog media such as vinyl or magnetic tape degrade over time eventually becoming unusable. The ability to digitize sound means that extremely accurate reproductions of sound and music can be retained without any loss of information stored as patterns of bits. Such digital representations can theoretically be transferred indefinitely across different physical media without any loss of information. It is a remarkable technological achievement that all sounds that we can hear can be stored as an extremely long string of ones and zeroes. The automatic analysis of music stored as a digital audio signal requires a sophisticated process of distilling information from an extremely large amount of data. For example a three minute song stored as uncompressed digital audio is represented digitally by a sequence almost of 16 million numbers (3 (minutes) * 60 (seconds) * 2 (stereo channels) * 44100 (sampling rate)) or 16 * 16 million = 256 million bits. As an example of extreme distilling of information in the MIR task of tempo induction these 16 million numbers need to somehow be converted to a single numerical estimate of the tempo of the piece.

In this chapter we describe how music and audio signals in general can be represented digitally for storage and reproduction as well as describe audio representations that can be used as the basis for extracting interesting information from
these signals. We begin by describing the process of sound generation and our amazing ability to extract all sorts of interesting information from what we hear. In order for a computer to analyze sound, it must be represented digitally. The most basic digital audio representation is a sequence of quantized pulses in time corresponding to the discretized displacement of air pressure that occurred when the music was recorded. Humans (and many other organisms) make sense of their auditory environment by identifying periodic sounds with specific frequencies. At a very fundamental level music consists of sounds (some of which are periodic) that start and stop at different moments in time. Therefore representations of sound that have a separate notion of time and frequency are commonly used as the first step in audio feature extraction and are the main topic of this chapter. We start by introducing the basic idea of a time-frequency representation. The basic concepts of sampling and quantization that are required for storing sound digitally are then introduced. This is followed by a discussion of sinusoidal signals which are in many ways fundamental to understanding how to model sound mathematically. The discrete Fourier transform (DFT) is one of the most fundamental and widely used tools in music information retrieval and more generally digital signal processing. Therefore, its description and interpretation forms a large part of this chapter. Some of the limitations of the DFT are then discussed in order to motivate the description of other audio representations such as wavelets and perceptually informed filterbanks that conclude this chapter.

3.1 Sound production and perception

Sound and therefore music are created by moving objects whose motion results in changes in the surrounding air pressure. The changes in air pressure propagate through space and if they reach a flexible object like our eardrums or the membrane of a microphone they cause that flexible object to move in a similar way that the original sound source did. This movement happens after a short time delay due to the time it takes for the “signal” to propagate through the medium (typically air). Therefore we can think of sound as either time-varying air-pressure waves or time-varying displacement of some membrane like the surface of a drum or the diaphragm of a microphone. Audio recordings capture and preserve this time-varying displacement information and enable reproduction of the sound by recreating a similar time-varying displacement pattern by means of a loudspeaker with a electrically controlled vibrating membrane. The necessary technology
only became available in the past century and caused a major paradigm shift in how music has been created, distributed and consumed [?, ?]. Depending on the characteristics of the capturing and reproduction system a high-fidelity reproduction of the original sound is possible.

Extracting basic information about music from audio recordings is relatively easy for humans but extremely hard for automatic systems. Most non-musically trained humans are able, just by listing to an audio recording, to determine a variety of interesting pieces of information about it such the tempo of the piece, whether there is a singing voice, whether the singer is male or female, and what is the broad style/genre (for example classical or pop) of the piece. Understanding the words of the lyrics despite all the other interfering sounds from the music instruments playing at the same time, is also impressive and beyond the capabilities of any automatic system today. Building automatic systems to perform these seemingly easy tasks turns out to be quite challenging and involves some of the state-of-the-art algorithms in digital signal processing and machine learning. The goal of this chapter is to provide an informal, and hopefully friendly introduction to the underlying digital signal processing concepts and mathematical tools of how sound is represented and analyzed digitally.

The auditory system of humans and animals has evolved to interpret and understand our environment. Auditory Scene Analysis is the process by which the auditory system builds mental descriptions of complex auditory environments by analyzing sounds. A wonderful book about this topic has been written by retired McGill psychologist Albert Bregman [14] and several attempts to computationally model the process have been made [?]. Fundamentally the main task of auditory perception is to determine the identity and nature of the various sound sources contributing to a complex mixture of sounds. One important information cue is that when nearly identical patterns of vibration are repeated many times they are very likely to originate from the same sound source. This is true both for macroscopic time scales (a giraffe walking, a human paddling) and microscopic time scales (a bird call, the voice of a friend). In the microscopic time scales this perceptual cue becomes so strong that rather than perceiving individual repeating sounds as separate entities we fuse them into one coherent sound source giving rise to the phenomenon of pitch perception. Sounds such as those produced by most musical instruments and the human voice are perceived by our brains as coherent sound producing objects with specific characteristics and identity rather than many isolated repeating vibrations in sound pressure. This is by no means a trivial process as researchers who try to model this ability to analyze complex auditory scenes computationally have discovered [?].
In order to analyze music stored as a recorded audio signal we need to devise representations that roughly correspond to how we perceive sound through the auditory system. At a fundamental level such audio representations will help determine when things happen (time) and how fast they repeat (frequency). Therefore the foundation of any audio analysis algorithm is a representation that is organized around the “dimensions” of time and frequency.

3.2 Sampling, quantization and the time-domain

The changes in displacement over time that correspond to sound waves are continuous. Originally recordings stored these changes on an analog medium (for example by having a needle engrave a groove) preserving their continuous nature. In order for computers to process audio signals these continuous signals have to be converted into sequences of numbers that are evenly spaced in time and are discrete. There are two steps in that process: sampling and quantization. Sampling corresponds to measuring the continuous values of the signal at discrete instances of time. For example one can “sample” the temperature during the course of a day by recording the value of the temperature every hour using a thermometer. We would then have 24 measurements per day. When sampling sound waves using a computer typically 44100 “measurements” are taken every second. These continuous measurements need to be turned into a discrete representation suitable for digital storage and transmission. This process is called quantization and it is typical to use 16 bits (i.e $2^{16} = 65536$ possible levels) to represent each measurement. The sampling process is characterized by the sampling rate measured in Hertz (for example 44100 Hz) and the bit depth (the number of bits used to represent each measurement for example 16 bit).

The process of sampling and quantization is far from trivial but explaining it is beyond the scope of this book. A fascinating result is that the original continuous signal can be perfectly reconstructed from a corresponding sequence of digital samples provided that the sampling rate is high enough for the signal of interest. In modern computers the process of sampling and quantization and the inverse process of generating a continuous signal is performed with hardware circuits called analog-to-digital converters (ADC) and digital-to-analog converters (DAC). For our purpose the audio signal will be represented as a very long sequence of floating point numbers (between $-1$ and $1$) that we can notate as follows:
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Figure 3.1: Sampling and quantization

\[ x[n] \quad n = 0, \ldots, N - 1 \]  

Figure 3.1 shows a continuous sine wave signal in blue and the corresponding sampled values as vertical lines. The height of each line has to be encoded digitally so a discrete set of quantization steps need to be utilized to represent each value.

3.3 Sinusoids and frequency

Sinusoidal signals are one of the most fundamental abstractions required for understanding how to represent sound digitally as a long series of numbers as well as a way to model mathematically the concept of frequency. In addition they are also fundamental in understanding the mathematical concepts and notation needed for
analyzing and manipulating audio signals so we start our exposition by discussing sinusoids.

Most readers of this book probably have a rough intuitive understanding of a spectrum as a way of measuring/showing the amount of different frequencies present in a signal. For example we know what is the effect of using a graphic equalizer to boost low frequencies. At the same time if someone is not familiar with digital signal processing then equations such as the definition of the Fourier transform:

\[
X(f) = \int_{-\infty}^{\infty} x(t)e^{-j2\pi ft} \, dt
\]  

(3.2)

are intimidating and hard to interpret. Frequently even students that have taken courses on the topic end up manipulating the symbols mechanically without a deeper understanding of the underlying concepts. In the following subsections we will attempt to explain the fundamental ideas underlying spectral analysis and the notation used to express them.

### 3.3.1 Sinusoids and phasors

Sinusoidal signals are functions of a particular shape that have some rather remarkable properties. For example one of the most fundamental ideas in digital signal processing is that any sound we hear can be represented as a summation of sine waves. We motivate sine waves through several different complimentary ways of viewing them:

- As solutions to the differential and partial differential equations describing the physics of simple vibrating sound generating systems and as good approximation of more complex vibrating systems.

- As the only family of signals that pass in some way unchanged through linear time-invariant systems (LTI). More specifically passing a sine wave of a particular frequency through a LTI system will result in a sine wave of the same frequency possibly scaled and shift in phase i.e the basic “shape” of the signal remains the same. Many of the systems involved in the production, propagation and sensing of sound can be modeled with reasonable accuracy as linear time-invariant systems and understanding their response to sine waves can be very informative about what these systems do.
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- As phasors (rotating vectors) they form an expressive notation that helps intuition and understanding of many fundamental digital signal processing concepts.

- As the basis functions of the Fourier Transform which can be used to represent any periodic signal as a summation of elementary sinusoidal signals.

The term sinusoid is used to describe a family of elementary signals that have a particular shape/pattern of repetition. The sine wave $x(t) = \sin(\omega t)$ and the cosine wave $x(t) = \cos(\omega t)$ are particular examples of sinusoids that can be described by the more general equation:

$$x(t) = \sin(\omega t + \phi)$$  \hspace{1cm} (3.3)

where $\omega$ is the frequency and $\phi$ is the phase. There is an infinite number of continuous periodic signals that belong to the sinusoid family but essentially they all have the same shape. Each particular member is characterized by three numbers: the amplitude which encodes the maximum and minimum value of the oscillation, the frequency which encodes the period of repetition, and the phase which encodes the initial position at time $t = 0$. Figure 3.2 shows two sinusoid signals over a time interval of 3 seconds. The first signal (S1) has an amplitude of 7 in arbitrary units, a frequency of 2 Hz, and phase equal to 0. The second signal (S2) has an amplitude of 4, a frequency of 3 Hz, and a phase equal to $\frac{\pi}{4}$. The two sinusoids are also shown superimposed (S1,S2) and their summation is also plotted (S1+S2).

3.3.2 The physics of a simple vibrating system

Music consists of a mixture of sounds many of which are periodic and are produced by musical instruments. Sound is generated by vibrations so a good place to start is on of the simplest systems in physics that can vibrate. Let’s consider striking a metal rod such as the tine of a tuning fork or hitting a ruler that is clamped with a hand on a table. The ruler deforms when it is stuck, then a force restores it briefly to its original shape. However it still has inertia and it overshoot the resting position by deforming in the opposite direction. This oscillatory pattern repeats causing the surrounding air molecules to move and the resulting air pressure waves reach our ears as sound. The vibration at any time is caused by the balance between two factors: the force that tends to restore the shape to equilibrium, and the inertia that tends to make it overshoot. This type
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Figure 3.2: Simple sinusoids

of motion is called simple harmonic motion and the equation describing it can be derived from simple physics.

At any time $t$ during the vibration Newton’s second law of motion applies: the restoring force produces an acceleration proportional to to that force. The restoring force caused by the deformation tries to restore the ruler to its original position therefore acts in a direction opposite to the displacement $x$ and for small amounts of deformation its relation to the displacement can be considered linear. This can be written as follows:

$$F = ma = -kx \tag{3.4}$$

Because acceleration is the second derivative with respect to the time variable $t$ we can rewrite this equation as:
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\[
\frac{d^2 x}{dt^2} = -(k/m)x
\]  

(3.5)

where \( m \) is the mass, \( k \) is the stiffness, \( x \) is the displacement from the resting position and \( t \) is time. Now we need to figure out a particular function or family of functions that satisfy the equation above. From calculus we know that the derivatives and second derivatives of the sine and cosine functions of \( t \) are also sinusoids:

\[
\frac{d}{dt} \sin(\omega t) = \omega \cos(\omega t) \quad \frac{d^2}{dt^2} \sin(\omega t) = -\omega^2 \sin(\omega t)
\]  

(3.6)

\[
\frac{d}{dt} \cos(\omega t) = -\omega \sin(\omega t) \quad \frac{d^2}{dt^2} \cos(\omega t) = -\omega^2 \cos(\omega t)
\]  

(3.7)

where \( \omega \) is the frequency of oscillation. The only difference between the functions \( \sin(\omega t) \) and \( \cos(\omega t) \) is that they differ by a delay/time shift but essentially they have the same shape. The term sinusoid will be used when it is not important to distinguish between sine and cosine. As can be seen both of these functions of \( t \) satisfy equation 3.5 that characterizes simple harmonic motion. It is also straightforward to show that the equation is satisfied by any sinusoid with an arbitrary phase \( \phi \) of the following form:

\[
x(t) = \sin(\omega t + \phi)
\]  

(3.8)

Therefore sinusoidal signals arise as solutions to equations that characterize simple (or simplified) sources of sound vibration such as a tuning fork.

### 3.3.3 Linear Time Invariant Systems

A general system takes as input one or more input signals and produces as output one or more output signals. We will focus on single input/single output (SISO) systems as they can be used for many operations on audio signals. In addition more complicated MIMO (multiple-input, multiple-output) systems can be assembled by connecting elementary SISO systems together in processing networks. A very important class of SISO systems are the Linear Time-Invariant (LTI) systems because the can be used to model many physical processes and the LTI property makes them easier to handle mathematically. Let’s use the following notation: \( y(t) \) is the system output, \( S \) is the system and \( x(t) \) is the
system input. Linearity means that one can calculate the output of the system to the sum of two input signals by summing the system outputs for each input signal individually. Formally if \( y_1(t) = S[x_1(t)] \) and \( y_2(t) = S[x_2(t)] \) then \( S[x_1(t) + x_2(t)] = y_{\text{sum}}(t) = y_1(t) + y_2(t) \). Time invariance (or shift invariance in discrete systems) means that the output of the system given an input shifted in time is the same as the output of the system of the original unshifted input signal shifted by the same amount. Formally if \( y(t) = S[x(t)] \) then \( S[x(t - t_0)] = y(t - t_0) \) where \( t_0 \) is the amount of shifting in time. As we will see shortly frequently we can express complicated signals of interest as linear combinations of more elementary signals. When processing such complicated signals through a LTI system we can analyze its response simply by looking at how it responds to the elementary signals and then combining these individual responses.

Now comes the interesting part which is what happens when a sinusoidal signal is used as input to a LTI system. It turns out that no matter what LTI system is used, the output not only will also be a sinusoidal signal but also have the same frequency as the original input sinusoid. By extension if the input to a LTI system is a linear combination of sinusoidal components of certain frequencies, no new frequencies will be introduced in the output. Therefore we can completely characterize a LTI system by how it responds to elementary sinusoidal signals. Several processes in sound generation and perception can be modelled by LTI systems. Examples include the resonant cavities of musical instruments such as the body of a guitar, parts of the human hearing process such as the the effect of the outer ear, and acoustic spaces such as a concert hall. So far we have motivated sinusoidal signals from physics of simple vibrations and from LTI systems. Now we look into the mathematical notation and concepts that we will need.

### 3.3.4 Complex Numbers

A good intuitive understanding of sinusoidal signals and the mathematical notation conventions used to represent and manipulate them, is important in order to understand how time-frequency representations work. The notation conventions typically used are based on complex numbers which can intimidate readers without a background in digital signal processing and mathematics. Thinking of sinusoidal signals as vectors rotating at a constant speed on the plane, rather than as single-valued signals that go up and down will help us demystify the complex number notation as well as be able to explain interesting properties geometrically rather than algebraically.
Figure 3.3: Cosine and sine projections of a vector on the unit circle (XXX Figure needs to be redone)
Figure 3.3 shows how the projection of a vector on the unit cycle with angle \( \theta \) onto the x-axis is the cosine of the angle and the projection onto the y-axis is the sine of the angle. If that vector rotates at constant speed and we plot the x and y axis projections over time the resulting single-valued waveforms are a cosine wave and a sine wave respectively. So we can think of any sine wave as a rotating clock hand or the spoke of bicycle wheel.

Complex numbers provide an elegant notation system for manipulating rotating vectors. Any vector with coordinates \( x \) and \( y \) is notated as the complex number \( x + jy \). The x part is called the real part and the part with the weird \( j \) factor is called the imaginary part. Typically \( j \) is defined as \( \sqrt{-1} \). This somewhat strange looking definition makes much more sense if we think of \( j \) as meaning rotate by \( \frac{\pi}{2} \) (counter-clockwise). Starting from the real number 1 (with 0 imaginary part) two successive rotations bring us to the real number \( -1 \) hence \( j^2 = -1 \). This should make it clear that there is nothing imaginary or complex about \( j \) if it is considered as a rotation.

In terms of addition complex numbers behave exactly as vectors. The x-coordinate of the sum of two vectors is the sum of the x-coordinates and the y-coordinate of the sum of two vectors is the sum of the y-coordinates. Similarly the real part of the sum is the sum of the real parts and the imaginary part of the sum is the sum of the imaginary parts. The expressive power of complex numbers shows up when they are multiplied. We define multiplication using standard algebra and taking care to replace \( j^2 \) with \( -1 \) whenever we need to. Suppose we want to multiple the complex number \( a + jb \) with the complex number \( c + jd \). The result is the following complex number:

\[
(a + jb) \times (c + jd) = ac + jbc + jad + j^2bd = (ac - bd) + j(ad + bc)
\]  (3.9)

Notice that the use of \( j \) is simply a convenient notation so that we can manipulate expressions of complex numbers using our familiar addition and multiplication skills for real numbers. When writing computer code \( j \) is not needed and we could write the definition directly as:

\[
\begin{align*}
S.re &= A.re \times B.re - A.im \times B.im \\
S.im &= A.re \times B.im + B.re \times A.im
\end{align*}
\]

In order to understand the effect of complex number multiplication we need to think of complex numbers as vectors in polar form. The length of the complex
number $c = a + jb$ is called the magnitude, is written as $|c|$, and is the Euclidean distance from the origin interpreting $a$ and $b$ as the $x$ and $y$ coordinates:

$$R = |c| = \sqrt{a^2 + b^2}$$  \hspace{1cm} (3.10)

The angle with the real axis is often called its argument and is given by:

$$\theta = \text{ARG}(c) = \arctan(b/a)$$  \hspace{1cm} (3.11)

Based on these definitions a complex number can be notated as $R \angle \theta$. You can visualize this as scaling the unit vector on the real-axis by $R$ and then rotating the result counter-clockwise by angle $\theta$ in order to get to a particular point on the 2D plane. As examples the complex number $1 + j0$ is $1 \angle 0$ and the complex number $0 + j1$ is $1 \angle \pi/2$. We can easily go back to cartesian coordinates based on the relations shown in Figure 3.3.

$$a = R \cos \theta \quad b = R \sin \theta$$  \hspace{1cm} (3.12)

When complex numbers are represented in polar form their multiplication has a clear geometric interpretation. The magnitudes are multiplied and the angles are added i.e the product of $R_1 \angle \theta_1$ and $R_2 \angle \theta_2$ is $R_1 R_2 \angle (\theta_1 + \theta_2)$. Visually multiplication by a complex number is simply a rotation and scaling operation. I hope that after reading this section you can see complex numbers are not as complex if viewed from the right angle.

3.3.5 Phasors

Let’s return to our representation of sinusoids as rotating vectors with constant speed and try to use what we have learned about complex numbers for expressing them mathematically. A complex sinusoid can be simply notated as:

$$\cos(\omega t) + j \sin(\omega t)$$  \hspace{1cm} (3.13)

where $\omega$ is the frequency in radians per second. Every time the time $t$ changes the rotating vectors moves around the circle. For example, when the change is $\frac{2\pi}{\omega}$ the argument $\omega t$ changes by $2\pi$ radians and the sinusoidal signal goes through one cycle.

Another way to view this process is that the rotating vector that represents a sinusoid is just a single fixed complex number raised to progressively higher and
higher powers as time goes by. As we have seen complex number multiplication can be interpreted as a rotation so raising a complex number to an integer power corresponds to moving the phasor around the circle in discrete steps. By making the power continuous and a function of time we can model a continuous rotation. More specifically we can notate our rotating phasor as a function of continuous angle (assuming unit magnitude):

\[ E(\theta) = C^\theta = \cos \theta + j \sin \theta = 1\angle \theta \] (3.14)

where

\[ \theta = \omega t \] (3.15)

We can easily calculate the derivative of this complex function \( E(\theta) \) with respect to \( \theta \):

\[ \frac{dE(\theta)}{d\theta} = -\sin \theta + j \cos(\theta) = jE(\theta) \] (3.16)

As can be seen this is a function for which the derivative is proportional to the original function and from calculus we know that that only the exponential function has this property so we can write our function \( E(\theta) \) as:

\[ E(\theta) = e^{j\theta} \] (3.17)

So now we can express the fact that a rotating vector arising from simple harmonic motion can be notated as a complex number raised to higher and higher powers using the famous Euler formula named after the Swiss mathematician Leonard Euler (1707-1783):

\[ e^{j\theta} = \cos \theta + j \sin(\theta) \] (3.18)

We can make the relation to time and frequency more explicit by replacing \( \theta \) with either \( \omega t \) or \( 2\pi ft \):

\[ e^{j\omega t} = \cos \omega t + j \sin(\omega t) \] (3.19)

Hopefully after this exposition the complex number notation used in the definition of various frequency transforms will not look as intimidating. Another possible viewpoint is to simply consider the use of exponentials as a notation convention that allows us to express complex number multiplication using the regular rules we expect from exponents. Using this convention the multiplication of two complex numbers \( c_1 \) and \( c_2 \) can be written as:
\[ c_1 \cdot c_2 = R_1 e^{j\theta_1} R_2 e^{j\theta_2} = R_1 R_2 e^{j(\theta_1 + \theta_2)} \] (3.20)

We end this subsection by returning to the geometric view of phasors as vectors rotating at constant speed and using it to illustrate intuitive explanations of some important properties of sinusoidal signals.

XXX geometric phasor descriptions of negative frequency and cancelling of the imaginary part, adding sinusoids of the same frequency but with different amplitude and phase, aliasing and associated figures XXX

### 3.3.6 Time-Frequency Representations

A large number of organisms including humans are capable of both producing and detecting sound (variations in air pressure). The two most important questions a listener needs to answer regarding any sound are when it happened and what produced it. One important cue about the origin of a sound is the rate of the periodic variation in air pressure. For example it is unlikely (actually physically impossible) that a low loud rumbling sound will come from a tiny bird. Therefore it is hardly surprising that most animal auditory systems are structured so that at the most basic level they can differentiate between sounds happening at different times and having different rates of vibration (frequencies). Without going into details in most mammalian auditory systems sounds with different frequencies excite different groups of neurons (inner hair cells) attached to a membrane (the basilar membrane) that performs a type of frequency analysis; a given place along the basilar membrane responds more strongly to a sinusoidal vibration of a particular frequency. At the same time a given place along the basilar membrane will also react to other frequencies to a lesser degree and further mechanisms related to timing are used to better resolve these frequencies. Furthermore various structural features of the auditory cortex (the part of the brain that deals with understanding sound) are “tonotopically” organized. When excited by a sine wave of increasing frequency the excitation on the cortex moves continuously along a curved path. So there is something fundamental about frequency in the response of the brain to sound, right up to the highest level, the auditory cortex.
3.3.7 Frequency Domain Representations

A frequent and elegant approach to representing audio signals is to express them as weighted mixtures of elementary building blocks (basis functions) which can be thought of as simple prototypical signals. Then the representation essentially consists of the weights of the mixture. Audio signal representations computed using the same set of basis functions can be then analyzed and compared simply by considering the weights of the mixture. A common strategy in digital signal processing it to take advantage of a strategy called superposition. In superposition the signal being processed is decomposed into simple components, each component is processed separately and the results are reunited. Linear systems are typically required for superposition to work. As we have already discussed in order to extract information from music audio signals the audio representation must somehow encode time and frequency. By analyzing the audio signal in small chunks the representation becomes dependent on time and by utilizing basis functions that correspond to different frequency the weights of the mixture encode frequency.

There are four commonly used variants of frequency domain representations: the Fourier series, the Discrete Fourier Transform (DFT), the z-transform, and the classical Fourier transform. The intuition behind all of them is similar. The main idea is to express the signals of interest as weighted mixture of elementary signals; as you probably expect these will be some form of sinusoidal signals i.e phasors. Armed with our knowledge of sinusoidal signals and how they can be viewed as phasors and notated using complex numbers we are ready to understand some of the most fundamental concepts in digital signal processing.

Coordinate systems

The weights of a mixture of elementary signals can be viewed as coordinates in a signal space spanned by these elementary signals in an analogous way to how the spatial coordinates of a point in space can viewed as the weights that are needed to combine the unit-length basis vectors corresponding to each axis. For example a vector \( \nu \) in three-dimensional space can be written as:

\[
\nu = \nu_x x + \nu_y y + \nu_z z
\]  

which can be interpreted as the fact that any vector in the three-dimensional space can be represented as a weighted combination of three parts: a vector in the \( x- \)
direction of length $\nu_x$, a vector in the $y$-direction of length $\nu_y$ and a vector in the
$z$ direction of length $\nu_z$. The three unit length vectors in the coordinate directions
$x, y, z$ are called a basis for the three dimensional space and the numbers $\nu_x, \nu_y, \nu_z$
are called the projections of vector $\nu$ onto the respective basis elements. We can
denote the projection of a vector $\nu$ onto another vector $u$ by $\nu < \nu, u >$ in which case:

$$
\nu_x = \langle \nu, x \rangle \\
\nu_y = \langle \nu, y \rangle \\
\nu_z = \langle \nu, z \rangle 
$$

The projection $\langle \nu, v \rangle$ is also called the inner product of $\nu$ and $v$ and can be
deefined as the sum of products of like coordinates (when the vector has coordinate
values that are complex numbers the coordinates of the second vector need to be
conjugated):

$$
\langle \nu, v \rangle = \nu_x v_x^* + \nu_y v_y^* + \nu_z v_z^* 
$$

(3.22)
or more generally:

$$
\langle \nu, v \rangle = \sum_i \nu_i v_i^* 
$$

(3.23)

The projection/inner product follows a distributive law and is symmetric which
means that:

$$
\langle \nu + v, \omega \rangle = \langle \nu, \omega \rangle + \langle v, \omega \rangle 
$$

(3.24)

$$
\langle \nu, \nu \rangle = \langle \nu, \nu \rangle 
$$

(3.25)

Also notice that the projection of a vector onto itself (or equivalently the inner
product of a vector with itself) is the square of the length of the vector (notice
how the complex conjugate in the definition of the inner product is required to
make this true when the coordinates are complex numbers):

$$
\langle \nu, \nu \rangle = |\nu_x|^2 + |\nu_y|^2 + |\nu_z|^2 
$$

(3.26)

The three coordinate basis vectors $x, y, z$ are orthogonal to each other which
means that their projections onto each other are zero.
When the basis vectors are mutually orthogonal like this the basis is called an orthogonal basis. So basically in order to create an orthogonal coordinate system we need two essential components: a projection operator, and an orthogonal basis. We are now ready to use these concepts in order to better understand frequency domain representations which we will define by specifying appropriate projection operators and orthogonal basis vectors which in this case will be some form of phasors.

**Frequency Domain Representations as coordinate systems**

Suppose we want to represent period signals that are functions of a continuous time variable $t$ defined in the range $0 \leq t \leq T$ (think of the signal as repeating outside this range). Even though it might seem strange we can think of every possible value of $t$ in the range $0$ to $T$ as a coordinate. In this case instead of having a finite number of dimensions we have an infinite number of them. We can then generalize the definition of the projection operator (or inner product) to use a continuous integral:

$$\langle f, g \rangle = \frac{1}{T} \int_{0}^{T} f(t) g^*(t) dt$$  \hspace{1cm} (3.27)

The basis elements should also be periodic signals of a continuous time variable $t$ and as you probably have guessed they are the phasors that have period $T$:

$$e^{jk2\pi/T}, \quad k = \ldots, -1, 0, 1, 2 \ldots$$  \hspace{1cm} (3.28)

Notice that negative frequencies are included in order to represent real functions of $t$. Geometrically the phasor for $k = 1$ will complete one circle in time $T$, the phasor for $k = 2$ will complete two circles, etc. The negative frequencies correspond to phasors moving at the same speed but clockwise instead of counterclockwise. It is also straightforward to show that this basis is orthogonal. It is important to notice that using this representation the coordinate system has been radically transformed from one that is continuously indexed (time) to one that
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is discretely indexed (the phasor basis indexed by integers). Although there are some mathematic restrictions it is remarkable that this works.

Based on these two definition of projection operator and basis functions we can now express any periodic function in terms of the basis:

\[ f(t) = \sum_{-\infty}^{\infty} C_k e^{jkt2\pi/T} \] (3.29)

The complex coefficient \( C_k \) can be thought of as the coordinate in the “direction” of the phasor \( e^{jkt2\pi/T} \) or the amount of the frequency \( k2\pi/T \). Equation 3.29 is called the Fourier Series of \( f(t) \) and the values \( C_k \) are called the spectrum of the periodic signal \( f(t) \). To find the Fourier coefficients \( C_k \) we can simply project \( f(t) \) on the \( k \)th basis element (having a bad memory I always rely on the definition of the inner product with the complex conjugate to determine the sign of the exponent in frequency transforms):

\[ C_k = \langle f(t), e^{jkt2\pi/T} \rangle = \frac{1}{T} \int_{0}^{T} f(t)e^{-jkt2\pi/T} dt \] (3.30)

Notice that when \( f(t) \) is a real (as is the case for audio signals) there is a very simple relationship between the coefficients for negative and positive frequencies:

\[ C_k = C_{-k}^* \] (3.31)

3.3.8 Discrete Fourier Transform

The Fourier Series representation transforms periodic signals in a continuous time domain to an infinite discrete frequency domain. Therefore it is not directly usable when processing digital signals. The transform that is needed is called the Discrete Fourier Transform (DFT). It transforms a finite discrete time domain signal (or an array of numbers in computer parlance) to a finite discrete frequency domain signal (also an array of numbers). The DFT arguably the most widely used transform in digital signal processing and as an extension in MIR. In part this because of a very fast algorithm for computing it that is called the Fast Fourier Transform (FFT). Even though the technique was first discovered by Gauss in 1805 it became widely used in its current form through the work of Cooley and Tukey. In the published literature frequently the terms DFT and FFT are used interchangeably but it is good to keep in mind the the DFT refers to the transform
whereas the FFT refers to a fast algorithm for computing it. Similarly to how the Fourier Series was presented we define the DFT by specifying a projection operator and a set of basis functions. As probably expected the projection operator is the standard inner product between vectors of complex numbers:

$$\langle x, y \rangle = \sum_i x_i y_i^*$$ (3.32)

Due to aliasing frequencies of discrete-time signals are equivalent modulo the sampling frequency.

Arguably the most basic elementary basis function is the sampled sinusoid which forms the basis of the Discrete Fourier Transform and the Short Time Fourier Transform (STFT). The STFT forms the foundation of most proposed algorithms for the analysis of audio signals and music. So our description of audio representations begins with the sound of a sinusoid.
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3.9 Sampling and Quantization

3.10 Discrete Fourier Transform

3.11 Linearity, propagation, resonances

3.12 The Short-Time Fourier Transform
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“feature” is a distinctive characteristic of the data which signifies something to somebody.
3.4. **PERCEPTION-INFORMED REPRESENTATIONS**

3.3.13 Wavelets

3.4 **Perception-informed Representations**

3.4.1 Auditory Filterbanks

3.4.2 Perceptual Audio Compression

3.5 **Source-based Representations**

LPC

3.6 **Further Reading**

The theory behind the audio representations used in music information retrieval forms the field of Digital Signal Processing (DSP). There are many excellent DSP books. The following list consists of a few of my own personal preferences rather than any attempt at a comprehensive catalog. The DSP Primer by Ken Steiglitz [?] is my favorite beginner book as it stresses intuition and has a strong emphasis on music. The classic book by Oppenheim and Schafer [?] is the essential reference for anyone needing a deeper understanding of signal processing.

**Digital Signal Processing: A Practical Guide for Engineers and Scientists** [Paperback] Steven Smith (Author)
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Problems

1. Show that a sinusoidal signal with any phase angle satisfies equation 3.5

2. Show that the basis functions for the Fourier Series are orthogonal using the appropriate definition of an inner product.
Chapter 4

Music Representations

Music is an ephemeral activity and for most of human history it only existed while it was created. The only way it was represented was in the mental memories of musicians. Although such mental representations can actually be quite abstract and effective in terms of retrieval their workings are a mystery and not easily understood through introspection. For example, a musician might easily recognize a tune from a badly rendered melodic fragment sung by an audience member or be able to play from memory a highly complex piece of music. However in most cases it is impossible or very hard to describe how these tasks are accomplished.

The use of external symbolic representations to communicate and store information was a major technological advancement in human history. Several writing systems were developed codifying different types of information the most well known being logistical/accounting information, concepts/words (hieroglyphics) and phonemes/sounds (alphabet). Gradually symbolic representations for codifying different aspects of music were developed with western common music notation being probably the most well known and used example today. Musicians spend many hours learning and studying how to codify music in scores and how to perform music written as a score. Even though a full music education is not required to work on music information retrieval a basic understanding of how scores codify music is essential in comprehending several tasks that have been investigated in MIR. This chapter is an overview of the basic music theory, concepts and abstractions involved when representing music symbolically. For
readers with a formal music background this material is probably familiar and should be skipped as needed.

The “dimensions” of time and frequency are also fundamental in understanding music from cultures from around the world and throughout history. Pitch refers to the subjective perception of frequency by humans. It is also important to keep in mind that a periodic sound will have a clear pitch only if it has sufficient duration. Much of our knowledge of pitch perception comes from psychophysics, the psychology discipline that investigates the relationship between physical stimuli and their subjective perception. For example an important concept in psychophysics is the idea of “just noticeable difference” (JND) which is the difference in physical stimuli that subjects can not detect reliably. In a typical experimental setup for pitch perception the subject is played two sine waves of different frequencies and is asked to say whether they are the same or not. Based on similar experiments it can be shown that the total number of perceptible pitch steps in the range of human hearing is approximately 1400 (several factors including individual differences, intensity, duration and timbre can affect this number).

Categorical perception occurs when the continuous stimuli that reach our sense organs is sorted out by our brains into distinct categories whose members come to resemble more one another than they resemble members of the other categories. The canonical example of categorical perception is how we perceive colors. In physical terms colors differ only in their wavelength which gets shorter across the spectrum of visible colors. However we perceive discrete categories such as red, orange and green. Similar categorical perception can be observed in speech and more importantly for our purposes in the perception of pitch.

Many music cultures utilize some form of division of the pitch continuum in discrete categories. Some of these devisions are more formalized while others are more subjective and vary among culture, instrument and performers. An interval between two sounds is their spacing in pitch. Most humans have categorical perception of pitch intervals. The identity of a melody (sequence of notes) like “Twinkle, Twinkle Little Star” is based on a sequence of pitch intervals and is to a large extent not affected by the frequency of the starting note. The most fundamental interval is the “octave” or a doubling in frequency which is recognized by most music traditions. Tuning systems are formalized theories that describe how categorical pitch intervals are formed. All tuning systems are affected by the physics of sound production and perception but they are also affected by music traditions and tuning peculiarities of the instruments used in those traditions.

Pitch intervals are perceived as ratios of frequencies so that an octave above 440 Hz (the frequency used today for tuning in most western classical music)
would be 880 Hz and an octave above 880 Hz would be 1760 Hz. Most tuning systems can be viewed as different ways of subdividing the octave (the interval corresponding to a frequency ratio of two).

Tuning systems and their relations with timbre and acoustics are a fascinating topic however for the purposes of this book we will only consider two well known variants: Pythagorean tuning and Equal Temperement. More details about tuning systems can be found in Sethares [?].

4.0.1 Music Representations through History

Music information to this day is largely orally transmitted. Most humans can sing and recognize a large variety of different songs and tunes even if a page of music notation means nothing to them.

Through ancient times different written music representations have been used. Although the amount of information represented differs in each case it is not sufficient to capture all the details and nuances of a music performance.

4.1 Common Music Notation

4.2 Music Theory

intervals, scales, chords, cadences

4.3 Graphical Score Representations

4.4 MIDI

4.5 MusicXML

[37] [84] [?] [48] [60]
Chapter 5

Feature Extraction

Audio feature extraction forms the foundation for any type of music data mining. It is the process of distilling the huge amounts of raw audio data into much more compact representations that capture higher level information about the underlying musical content. As such it is much more specific to music than the data mining processes that typically follow it.

A common way of grouping audio features (or descriptors as they are sometimes called) is based on the type of information they are attempting to capture [94]. On an abstract level one can identify different high level aspects of a music recording. The hierarchical organization in time is referred to as rhythm and the hierarchical organization in frequency or pitch is referred to as harmony. Timbre is the quality that distinguishes sounds of the same pitch and loudness generated by different methods of sound production. We will use the term timbral texture to refer to the more general quality of the mixture of sounds present in music that is independent of rhythm and harmony. For example the same piece of notated music played at the same tempo by a string quartet and a saxophone quartet would have different timbral texture characteristics in each configuration. In this chapter various audio feature extraction methods that attempt to capture these three basic aspects of musical information are reviewed. Some additional audio features that cover other aspects of musical information are also briefly described. The chapter ends with a short description of audio genre classification as a canonical case study of how audio feature extraction can be used as well as some references to freely available software that can be used for audio feature extraction. Audio
feature extraction is a big topic and it would be impossible to cover it fully in this chapter. Although our coverage is not complete we believe we describe most of the common audio feature extraction approaches and the bibliography is representative of the “state of the art” in this area in 2010.

5.1 Timbral Texture Features

Features representing timbral information have been the most widely used audio features and ones that have so far provided the best results when used in isolation. Another factor in their popularity is their long history in the area of speech recognition. There are many variations in timbral feature extraction but most proposed systems follow a common general process. First some form of time-frequency analysis such as the STFT is performed followed by summarization steps that result in a feature vector of significantly smaller dimensionality. A similar approach can be used with other time-frequency representations.

5.1.1 Spectral Features

Spectral features are directly computed on the magnitude spectrum and attempt to summarize information about the general characteristics of the distribution of energy across frequencies. They have been motivated by research in timbre perception of isolated notes of instruments [41]. The spectral centroid is defined as the center of gravity of the spectrum and is correlated with the perceived “brightness” of the sound. It is defined as:

\[ C_n = \frac{\sum_{k=0}^{N-1} |X[k]|_n k}{\sum_{k=0}^{N-1} k} \]  

(5.1)

where \( n \) is the frame number to be analyzed, \( k \) is the frequency bin number and \( |X(k)|_n \) is the corresponding magnitude spectrum.

The spectral rolloff is defined as the frequency \( R_n \) below which 85% of the energy distribution of the magnitude spectrum is concentrated:

\[ \sum_{n=0}^{R_n-1} = 0.85 \sum_{n=0}^{N-1} |X[k]|_n \]  

(5.2)
5.1.2 Mel-Frequency Cepstral Coefficients

The Mel-Frequency Cepstral Coefficients MFCC [22] are the most common representation used in automatic speech recognition systems and have been frequently used for music modeling. Their computation consists of 3 stages: 1) Mel-scale filterbank 2) Log energy computation 3) Discrete Cosine Transform.

A computationally inexpensive method of computing a filterbank is to perform the filtering by grouping STFT bins using triangular windows with specific center frequencies and bandwidths. The result is a single energy value per STFT frame corresponding to the output of each subband. The most common implementation of MFCC is calculated using 13 linearly spaced filters separated by 133.33 Hz between their center frequencies, followed by 27 log-spaced filters (separated by a factor of 1.0711703 in frequency) resulting in 40 filterbank values for each STFT frame.

The next step consists of computing the logarithm of the magnitude of each of the filterbank outputs. This can be viewed as a simple step of dynamic compression, making feature extraction less sensitive to variations in dynamics.

The final step consists of reducing the dimensionality of the 40 filterbank outputs by performing a Discrete Cosine Transform (DCT) which is similar to the Discrete Fourier Transform but uses only real numbers. It expresses a finite set of values in terms of a sum of cosine functions oscillating at difference frequencies. The DCT is used frequently in compression applications because for typical signals of interest it tends to concentrate most of the signal information in few of the lower frequency components and therefore higher frequency components can be discarded for compression purposes. In the “classic” MFCC implementation the lower 13 coefficients are retained after transforming the 40 logarithmically compressed Mel filterbank outputs.

[68]

5.1.3 Other Timbral Features

There have been many other features proposed to describe short-term timbral information. In this subsection we briefly mention them and provide citations to where the details of their calculation can be found. Time domain zero-crossings can be used to measure how noisy is the signal and also somewhat correlate to high frequency content [94, 10]. Spectral bandwidth [10, 30, 69] and octave based spectral contrast [52, 69] are other features that attempt to summarize the
magnitude spectrum. The spectral flatness measure and spectral crest factor [1] are low level descriptors proposed in the context of the MPEG-7 standard [15].

[67]

Daubechies Wavelet Coefficient Histogram is a technique for audio feature extraction based on the Discrete Wavelet Transform (DWT) [63]. It is applied in 3 seconds of audio using the $db_8$ Daubechies wavelet filter [21] with seven levels of decomposition. After the decomposition, the histograms of the coefficients in each band are calculated. Finally each histogram is characterized by its mean, variance and skewness as well as the subband energy defined as the mean of the absolute coefficient values. The result is 7 (subbands) * 4 (quantities per subband) = 28 features.

One of the major innovations that enabled the explosive growth of music represented digitally is perceptual audio compression [77]. Audio compression is frequently used to reduce the high data requirements of audio and music. Audio data does not compress well using generic data compression algorithms so specialized algorithms have been developed. The majority of audio coding algorithms are lossy meaning that the original data can not be reconstructed exactly from the compressed signal. They are frequently based on some form of time-frequency representation and they achieve compression by allocating different number of bits to different parts of the signal. One of the key innovations in audio coding is the use of psychoacoustics (i.e the scientific study of sound perception by humans) to guide this process so that any artifacts introduced by the compression are not perceptible.

There has been some interest in computing audio features directly in the compressed domain as part of the decompression process. Essentially this takes advantage of the fact that a type of time-frequency analysis has already been performed for encoding purposes and it is not necessary to repeat it after decompression. The type of features used are very similar to the ones we have described except for the fact that they are computed directly on the compressed data. Early works mainly focused on the MPEG audio compression standard and the extraction of timbral texture features [93, 82]. More recently the use of newer sparse overcomplete representations as the basis for audio feature extraction has been explored [28] covering timbral texture, rhythmic content and pitch content.
5.1.4 Temporal Summarization

The features that have been described so far characterize the content of a very short segment of music audio (typically around 20-40 milliseconds) and can be viewed as different ways of summarizing frequency information. Frequently a second step of temporal summarization is performed to characterize the evolution of the feature vectors over a longer time frame of around 0.5 to 1 seconds. We can define a “texture” window $T_M[n]$ of size $M$ corresponding to analysis frame $n$ as the sequence of the previous $M - 1$ computed feature vectors including the feature vector corresponding to $n$.

$$T_M[n] = F[n - M + 1]...F[n]$$

Temporal integration is performed by summarizing the information contained in the texture window to a single feature vector. In other words the sequence of $M$ past feature vectors is “collapsed” to a single feature vector. At the one extreme, the texture window can be advanced by one analysis frame at a time in which case the resulting sequence of temporally summarized feature vectors has the same sampling rate as the original sequence of feature vectors [94]. At the other extreme temporal integration can be performed across the entire length of the audio clip of interest resulting in a single feature vector representing the clip (sometimes such features are termed song-level [71] or aggregate features [10]). Figure 5.1 shows schematically a typical feature extraction process starting with a time-frequency representation based on the STFT, followed by the calculation of MFCC (frequency) summarization and ending with summarization of the resulting feature vector sequence over the texture window.

There is no consistent terminology describing temporal summarization. Terms that have been used include: dynamic features [81, 72], aggregate features [10], temporal statistics [30], temporal feature integration [74], fluctuation patterns [83], and modulation features [59]. More recently the term pooling has also been used [?].

Statistical moments such as the mean, standard deviation and the covariance matrix can be used to summarize the sequence of feature vectors over the texture window into a single vector. For example a common approach is to compute the means and variances (or standard deviations) of each feature over the texture window [94]. Figure 5.2 shows the original trajectory of spectral centroids over a texture window as well as the trajectory of the running mean and standard deviation of the spectral centroid for two pieces of music.
Figure 5.1: Feature extraction showing how frequency and time summarization with a texture window can be used to extract a feature vector characterizing timbral texture
5.1. TIMBRAL TEXTURE FEATURES

Another alternative is to use the upper triangular part of the covariance matrix as the feature vector characterizing the texture window [71]. Such statistics capture the variation of feature vectors within a texture window but do not directly represent temporal information.

Another possibility is to utilize techniques from multivariate time-series modeling to characterize the feature vector sequence that better preserve temporal information. For example multivariate autoregressive models have been used to model temporal feature evolution [74]. The temporal evolution of the feature vectors can also be characterizing by performing frequency analysis on their trajectories over time and analyzing their periodicity characteristics. Such modulation features show how the feature vectors change over time and are typically calculated at rates that correspond to rhythmic events. Any method of time-frequency analysis can be used to calculate modulation features but a common choice is the Short-Time Fourier Transform (STFT).

As a representative example of calculating modulation frequencies we briefly describe the approach proposed by McKinnery and Breebart [72]. A standard MFCC computation is performed resulting in a sequence of 64 feature vectors each with 13 dimensions characterizing a texture window of 743 milliseconds of audio. A power spectrum of size 64 using a DFT is calculated for each of the 13 coefficients/dimensions resulting in 13 power spectra which are then summarized in 4 frequency bands ($0 \text{Hz}$, $1 - 2 \text{Hz}$, $3 - 15 \text{Hz}$, $20 - 43 \text{Hz}$) that roughly correspond to musical beat rates, speech syllabic rates and modulations contributing to perceptual roughness. So the final representations for the $13 \times 64$ matrix of feature values of the texture window is $4 \times 13 = 52$ dimensions.

A final considerations is the the size of the texture windows and the amount of overlap between them. Although the most common approach is to use fixed window and hop sizes there are alternatives. Aligning texture windows to note events can provide more consistent timbral information [97]. In many music analysis applications such as cover song detection it is desired to obtain an audio feature representation that is to some-extent tempo-invariant. One way to achieve this is using so-called beat-synchronous features which as their name implies are calculated using estimated beat locations as boundaries [29]. Although more commonly used with features that describe pitch content they can also be used for timbral texture modeling.
Figure 5.2: The time evolution of audio features is important in characterizing musical content. The time evolution of the spectral centroid for two different 30-second excerpts of music is shown in (a). The result of applying a moving mean and standard deviation calculation over a texture window of approximately 1 second is shown in (b) and (c).

5.1.5 Song-level modeling

Frequently in music data mining the primary unit of consideration is an entire track or excerpt of a piece of music. The simplest and most direct type of representation is a single feature vector that represents the entire piece of music under consideration. This is typically accomplished by temporal summarization techniques such as the ones described in the previous section applied to the entire sequence of feature vectors. In some case two stages of summarization are performed: one at the texture window level and one across the song [94]. The effectiveness of different parameter choices and temporal summarization methods has also been explored [10].

In other music data mining problems the entire sequence of feature vectors is retained. These problems typically deal with the internal structure within a music piece rather than the relations among a collection of pieces. For example in audio segmentation [31, 91] algorithms the locations in time where the musical content changes significantly (such the transition from a singing part to an electric guitar solo) are detected. Audio structure analysis goes a step further and detects
repeating sections of a song and their form such as the well known AABA form
[20]. Sequence representations are also used in cover song detection [29].

A representation that is frequently utilized in structure analysis is the self
similarity matrix. This matrix is calculated by calculating pair-wise similarities
between feature vectors $v_i$ and $v_j$ derived from audio analysis frames $i$ and $j$.

$$s(i, j) = sim(v_i, v_j)$$ (5.4)

where $sim$ is a function that returns a scalar value corresponding to some notion
of similarity (or symmetrically distance) between the two feature vectors. As
music is generally self-similarity with regular structure and repetitions which can
be revealed through the self similarity matrix.

Figure 5.3 shows an example of a self-similarity matrix calculated for a piece
of HipHop/Jazz fusion using simply energy contours (shown to the left and bottom
of the Matrix). The regular structure at the beat and measure level as well as some
sectioning can be observed.

The final variation in song-level representations of audio features is to model
each music piece as a distribution of feature vectors. In this case a parametric dis-
tribution form (such as a Gaussian Mixture Model [3]) is assumed and its param-
eters are estimated from the sequence of feature vectors. Music data mining tasks
such as classification are performed by considering distance functions between distributions typically modeled as mixture models such as the KL-divergence or Earth Mover Distance [71, 51].

5.2 Rhythm Features

Automatically extracting information related to rhythm is also an important component of audio MIR systems and has been an active area of research for over 20 years. A number of different subproblems within this area have been identified and explored. The most basic approach is finding the average tempo of the entire recording which can be defined as the frequency with which a human would tap their foot while listening to the same piece of music. The more difficult task of beat tracking consists of estimating time-varying tempo (frequency) as well as the locations in time of each beat (phase). Rhythmic information is hierarchical in nature and tempo is only one level of the hierarchy. Other levels frequently used and estimated by audio MIR systems are tatum (defined as the shortest commonly occurring time interval), beat or tactus (the preferred human tapping tempo), and bar or measure. For some MIR applications such as automatic classification it is possible to use a representation that provides a salience value for every possible tempo, e.g., the beat histograms described in [94]. Rhythm analysis approaches can be characterized in different ways. The first and most important distinction is by the type of input: most of the earlier beat tracking algorithms used a symbolic representation while audio signals have been used more recently. Symbolic algorithms can still be utilized with audio signals provided an intermediate transcription step is performed typically audio onset detection. Another major distinction between the algorithms is the broad approach used which includes rule-based, autocorrelative, oscillating filters, histogramming, multiple agent, and probabilistic. A good overview of these approaches can be found in Chapter 4 of Klapuri and Davy [43].

5.2.1 Onset Strength Signal

Frequently, the first step in rhythm feature extraction is the calculation of the onset strength signal. The goal is to calculate a signal that has high values at the onsets of musical events. By analyzing the onset strength signal to detect common
Figure 5.4: The top panel depicts the time domain representation of a fragment of a polyphonic jazz recording, below which is displayed its corresponding spectrogram. The bottom panel plots both the onset detection function SF(n) (gray line), as well as its filtered version (black line). The automatically identified onsets are represented as vertical dotted lines.

recurring periodicities it is possible to perform tempo induction, beat tracking as well as other more sophisticated forms of rhythm analysis. Other names used in the literature include onset strength function and novelty curve.

The onset detection algorithm described is based on a recent tutorial article [24], where a number of onset detection algorithms were reviewed and compared on two datasets. Dixon concluded that the use of a spectral flux detection function for onset detection resulted in the best performance versus complexity ratio.

The spectral flux as an onset detection function is defined as:

$$SF(n) = \sum_{k=0}^{N/2} H(|X(n, k)| - |X(n - 1, k)|)$$

(5.5)

where \(H(x) = \frac{x + |x|}{2}\) is the half-wave rectifier function, \(X(n, k)\) represents the k-th frequency bin of the n-th frame of the power magnitude (in dB) of the short time Fourier Transform, and N is the corresponding Hamming window size. The bottom panel of Figure 5.4 plots the values over time of the onset detection function SF(n) for an jazz excerpt example.
The onsets are subsequently detected from the spectral flux values by a causal peak picking algorithm, that attempts to find local maxima as follows. A peak at time \( t = \frac{nH}{fs} \) is selected as an onset if it satisfies the following conditions:

\[
SF(n) \geq SF(k) \quad \forall k : n - w \leq k \leq n + w
\]

\[
SF(n) > \frac{\sum_{k=n-w}^{n+w} SF(k)}{mw + w + 1} \times \text{thres} + \delta
\]

where \( w = 6 \) is the size of the window used to find a local maximum, \( m = 4 \) is a multiplier so that the mean is calculated over a larger range before the peak, \( \text{thres} = 2.0 \) is a threshold relative to the local mean that a peak must reach in order to be sufficiently prominent to be selected as an onset, and \( \delta = 10^{-20} \) is a residual value to avoid false detections on silent regions of the signal. All these parameter values were derived from preliminary experiments using a collection of music signals with varying onset characteristics.

As a way to reduce the false detection rate, the onset detection function \( SF(n) \) is smoothed (see bottom panel of Figure 5.4), using a Butterworth filter defined as:

\[
H(z) = \frac{0.1173 + 0.2347z^{-1} + 0.1174z^{-2}}{1 - 0.8252z^{-1} + 0.2946z^{-2}}
\]

In order to avoid phase distortion (which would shift the detected onset time away from the SF(n) peak) the input data is filtered in both the forward and reverse directions. The result has precisely zero-phase distortion, the magnitude is the square of the filter’s magnitude response, and the filter order is double the order of the filter specified in the equation above.

### 5.2.2 Tempo Induction and Beat Tracking

Many pieces of music are structured in time on top of an underlying semi-regular sequence of pulses frequently accentuated by percussion instruments especially in modern popular music. The basic tempo of a piece of music is the rate of musical beats/pulses in time, sometimes also called the “foot-tapping” rate for obvious reasons. Tempo induction refers to the process of estimating the tempo of an audio recording. Beat tracking is the additional related problem of locating the positions in time of the associated beats.

In this section we describe a typical method for tempo induction as a representative example and provide pointers to additional literature in the topic. The
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The first step is the calculation of the onset strength signal as described above. Figure 5.5 shows an example of an onset strength signal for a piece of HipHop/Jazz fusion showing periodicities at the beat and measure level. The autocorrelation of the onset strength signal will exhibit peaks at the lags corresponding to the periodicities of the signal. The autocorrelation values can be warped to form a beat histogram which is indexed by tempos in beats-per-minute (BPM) and has values proportional to the sum of autocorrelation values that map to the same tempo bin. Typically either the highest or the second highest peak of the beat histogram corresponds to the tempo and can be selected with peak picking heuristics. Figure 5.6 shows two example beat histograms from 30 second clips of HipHop Jazz (left) and Bossa Nova (right). As can be seen in both histograms the prominent periodicities or candidate tempos are clearly visible. Once the tempo of the piece is identified the beat locations can be calculated by locally fitting tempo hypothesis with regularly spaced peaks of the onset strength signal. There has been a systematic evaluation of different tempo induction methods [40] in the context of the Music Information Retrieval Evaluation Exchange [25].

Frequently a subband decomposition is performed so that periodicities at different frequency ranges can be identified. For example the bass drum sound will mostly affect low frequency whereas a snare hit will affect all frequencies. Figure 5.7 shows a schematic diagram of the Beat Histogram calculation method described originally in [94].
is used as the front-end, followed by multiple channel envelop extraction and periodicity detection.

5.2.3 Rhythm representations

The beat histogram described in the previous section can be viewed as a song-level representation of rhythm. In addition to the tempo and related periodicities the total energy and/or height of peaks represent the amount of self-similarity that the music has. This quantity has been termed beat strength and has been shown to be a perceptually salient characteristic of rhythm. For example a piece of rap music with tempo of 80BPM will have more beat strength than a piece of country music at the same tempo. The spread of energy around each peak indicates the amount of tempo variations and the ratios between the tempos of the prominent peaks give hints about the time signature of the piece. A typical approach is to further reduce the dimensionality of the Beat Histogram by extracting characteristic features such as the location of the highest peak and its corresponding height [94]. A thorough investigation of various features for characterizing rhythm can be found in Gouyon [39].

An alternative method of computing a very similar representation to the Beat Histogram is based on the self-similarity matrix and termed the Beat Spectrum [33]. Another approach models the rhythm characteristics of patterns as a sequence of audio features over time [79]. A dynamic time warping algorithm can be used to align the time axis of the two sequences and allow their comparison. Another more recent approach is to identify rhythmic patterns that are characteris-
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Figure 5.7: Beat Histogram Calculation.

The characteristic of a particular genre automatically [89] and then use their occurrence histogram as a feature vector.

One interesting question is whether rhythm representations should be tempo invariant or variant. To some extent the answer depends on the task. For example, if one is trying to automatically classify speed metal (a genre of rock music) pieces then absolute tempo is a pretty good feature to include. On the other hand, classifying something as a Waltz has more to do with the ratios of periodicities rather than absolute tempo. Representations that are to some degree tempo invariant have also been explored. Dynamic periodicity wrapping is a dynamic programming technique used to align average periodicity spectra obtained from the onset strength signal [46]. Tempo invariance is achieved through the alignment process. The Fast Melin Transform is a transform that is invariant to scale. It has been used to provide a theoretically tempo invariant (under the assumption that tempo is scaled uniformly throughout the piece) representation by taking the FMT of the autocorrelation of the onset strength function [47]. An exponential grouping of the lags of the autocorrelation function of the onset strength signal can also be used for a tempo invariant representation [50]. Beat Histograms can also be used as the basis for a tempo invariant representation by using a
logarithmically-spaced lag-axis [42]. The algorithm requires the estimation of a reference point. Experiments comparing four periodicity representations in the spectral or temporal domains using the autocorrelation and the discrete fourier transform (DFT) of the onset strength signal have been also conducted [80].

5.3 Pitch/Harmony Features

In other cases, for example in cover song identification or automatic chord detection, it is desired to have a representation that is related to the pitch content of the music rather than the specifics of the instruments and voices that are playing. Conceivably a fully automatically transcribed music score could be used for this purpose. Unfortunately current automatic transcription technology is not robust enough to be used reliably.

Instead the most common pitch content representation is the Pitch and Pitch Class Profile (PCP) (other alternative names used in literature are pitch histograms and chroma vectors). The pitch profile measures the occurrence of specific discrete musical pitches in a music segment and the pitch class profile considers all octaves equivalent essentially folding the pitch profile into 12 pitch classes. The pitch profile and pitch class profile are strongly related to the underlying harmony of the music piece. For example, a music segment in C major is expected to have many occurrences of the discrete pitch classes C, E, and G that form the C major chord. These representations are used for a variety of tasks including automatic key identification [87, 61], chord detection [87, 61], cover song detection [29, 86, 65], and polyphonic audio-score alignment [75].

There are two major approaches to the computation of the PCP. The first approach directly calculates the PCP by appropriately mapping and folding all the magnitude bins of a Fast Fourier Transform. The terms chroma and chromagram are used to describe this process [7]. Each FFT bin is mapped to its closest note, according to:

\[ f(p) = 440 \times 2^{p - 69/12} \]  

where \( p \) is the note number. This is equivalent to segmenting the magnitude spectrum into note regions. The average magnitude within each region is calculated resulting in a pitch histogram representation. The pitch histogram is then folded so that all octaves map to the same pitch class resulting into a vector of size 12. The FFT-based calculation of chroma has the advantage that it is efficient to compute.
and has consistent behavior throughout the song. However it is affected by non-pitched sound sources such as drums and the harmonics of pitch sound sources are mapped to pitches which reduces the potential precision of the representation.

An alternative is to utilize multiple pitch detection to calculate the pitch and pitch class profiles. If the multiple pitch detection was perfect then this approach would eliminate the problems of chroma calculation however in practice pitch detection especially in polyphonic audio is not particularly robust. The errors tend to average out but there is no consensus about whether the pitch-based or FFT-based approach is better. Multiple pitch detection typically operates in an incremental fashion. Initially the dominant pitch is detected and the frequencies corresponding to the fundamental and the associated harmonics are removed for example by using comb filtering. Then the process is repeated to detect the second most dominant pitch.

Pitch detection has been a topic of active research for a long time mainly due to its important in speech processing. In this chapter we briefly outline two common approach. The first approach is to utilize time-domain autocorrelation of the signal [12]:

\[
R(\tau) = \frac{1}{N} \sum_{n=0}^{N-1-m} x[n]x[n + m] \quad 0 \leq m < M \tag{5.10}
\]

An alternative used in the YIN pitch extraction method [23] is based on the difference function:

\[
\Delta t = \sum_{n=0}^{N-1} (x[n] - x[n + \tau])^2 \tag{5.11}
\]

The dips in the difference function correspond to periodicities. In order to reduce the occurrence of subharmonic errors, YIN employs a cumulative mean function which de-emphasizes higher period dips in the difference function.

Independently of their method of calculation PCPs can be calculated using fixed size analysis window. This occasionally will result in inaccuracies when a window contains information from two chords. The use of beat synchronous features [29] can help improve the results as by considering windows that are aligned with beat locations it is more likely the the pitch content information remains stable within an analysis window.
5.4 Other Audio Features

In addition to timbral texture, rhythm and pitch content there are other facets of musical content that have been used as the basis for audio feature extraction. Another important source of information is the instrumentation of audio recordings i.e what instruments are playing at any particular time of an audio recording. For example it is more likely that a saxophone will be part of a jazz recording than a recording of country music although of course there are exceptions. The classification of musical instrument in a polyphonic context has been explored [85] but so far has not been evaluated in the context of other music data mining tasks such as classification.

So far all the features described characterize the mixture of sound sources that comprise the musical signal. Another possibility is to characterize individually each sound source. Feature extraction techniques for certain types of sound sources have been proposed but they are not widely used partly due to the difficult of separating and/or characterizing individual sound source in a complex mixture of sounds such as music. An example is automatic singer identification. The most basic approach is to use features developed for voice/speech identification directly on the mixed audio signal [55]. More sophisticated approaches first attempt to identify the parts of the signal containing vocals and in some cases even attempt to separately characterize the singing voice and reduce the effect of accompaniment [34]. Another type of sound source that has been explore for audio feature extraction is the bass line [56, 90].

In many modern pop and rock recordings each instrument is recorded separately and the final mix is created by a recording producer/engineer(s) who among other transformations add effects such as reverb or filtering and spatialize individual tracks using stereo panning cues. For example the amount of stereo panning and placement of sources remains constant in older recordings that tried to reproduce live performances compared to more recent recordings that would be almost impossible to realize in a live setting. Stereo panning features have recently been used for audio classification [95, 96].
5.5 Bag of codewords

5.6 Spectral Features

Spectral Centroid and spectral spread: These features are computed on the power spectrum of the sound. They are respectively the mean and standard deviation of the frequencies in the power spectrum weighted by the power index.

5.7 Mel-Frequency Cepstral Coefficients

5.8 Pitch and Chroma

5.9 Beat, Tempo and Rhythm

5.10 Modeling temporal evolution and dynamics

5.11 Pattern representations

5.12 Stereo and other production features
Chapter 6

Context Feature Extraction

6.1 Extracting Context Information About Music

In addition to information extracted by analyzing the audio content of music there is a wealth of information that can be extracted by analyzing information on the web as well as patterns of downloads/listening. We use the general term musical context to describe this type of information. In some cases such as song lyrics the desired information is explicitly available somewhere on the web and the challenge is to appropriately filter out irrelevant information from the corresponding web-pages. Text-based search engines such as Google and Bing can be leveraged for the initial retrieval that can then be followed by some post-processing based on heuristics that are specific to the music domain. Other types of information are not as straightforward and can require more sophisticated mechanism such as term weighting used in text retrieval systems or natural language processing techniques such as entity detection. Such techniques are covered in detail in the literature as they are part of modern day search engines. As an illustrative example we will consider the problem of detecting the country of origin of a particular artist. As a first attempt one can query a search for various pairs of artist name and countries and simply count the number of pages returned. The country with the highest number of pages returned is returned as the country of origin. A more sophisticated approach is to analyze the retrieved web pages using term weighting. More specifically consider country $c$ as a term. The document frequency $DF(c, a)$
is defined as the total number of web pages retrieved for artist \( a \) in which the country term \( c \) appears at least once. The term frequency \( TF(c, a) \) is defined as the total number of occurrences of the country term \( c \) in all pages retrieved for artist \( a \). The term frequency-inverse document frequency weighting (TF-IDF) is to “penalize” terms that appear in many documents (in our case the documents retrieved for all artists) and increase the weight of terms that occur frequently in the set of web pages retrieved for a specific artists. There are several TF-IDF weighting schemes. For example a logarithmic formulation is:

\[
TFIDF(c, a) = \ln(1 + TF(c, a)) \times \ln\left(1 + \frac{n}{DF(c)}\right)
\]  

where \( DF(c) \) is the document frequency of a particular country \( c \) over the documents returned for all artists \( a \). Using the above equation the weight of every country \( c \) can be calculated for a particular artist query \( a \). The country with the highest weight is then selected as the the predicted country of origin.
Chapter 7

Analysis

Essentially, all models are wrong but some are useful.  
George Box

In the previous chapters we have described how music in digital audio formats can be represented using time-frequency representations as well as how audio features at different time scales can be extracted based on these representations. In this chapter we review the techniques used to analyze these audio features and extract musical content information from them. Most of these techniques originate in the related fields of machine learning, pattern recognition and data mining. Going further back most of them are based on ideas from statistics and probability theory. Computers are particularly suited to solving tasks that are well-defined and for which there is a clear sequence of steps that guarantees finding a solution. For example sorting a list of numbers or calculating compounded interest rates are the type of tasks that computers excel at and perform daily. A solution to such a problem can be easily verified and is fixed for a particular set of input data.

However, there are many problems that we are interested in solving for which there is no known sequence of steps that allows us to solve them and for which there is no perfect well defined solution. A simple example would be predicting the weather in a particular location based on measurements of humidity, pressure, and temperature from various weather stations in the surrounding area. If someone is given this problem it is unclear what procedure should be followed and although an algorithm that would correctly predict the weather with 100% accuracy would be ideal, any algorithm that performs significantly better than random guessing
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would still be useful. The traditional approach to solving this problem, before the widespread use of computers and advances in machine learning and data mining, would be to plot the measurements over several days, try to fit some simple mathematical functions, and try to come up with some prediction rules expressed as an algorithm that can be executed on a computer. Such an approach requires significant effort and as the number of measurements to be considered increases it becomes very difficult if not impossible to utilize all the available information. One key observation is that for many such problems although there is no well defined optimal solution and no clear procedure for obtaining it, it is possible to compare two different algorithms and decide which one performs better i.e. there is a way to evaluate the effectiveness of an algorithm. For example in the weather prediction example we can execute the algorithm over historical data for which the weather that should be predicted is known and evaluate how many times the different algorithms under consideration performed on this data.

As defined by Mitchell [?] a machine learning algorithm is a computer program $P$ that tries to solve a particular task $T$ and whose performance on this task as measured by some metric $E$ improves over the course of its execution. For example, a computer chess program “learns” from playing chess ($T$) with human players ($E$) as measured by the number of games it wins ($P$), if the number of games it wins ($P$) increases as it plays more games.

A common way this improvement with experience is achieved is by considering more data. Returning to the weather prediction example, in a machine learning approach the acquired measurements as well as the associated “ground truth” would be the input to the algorithm. The algorithm would somehow model the association between the measurements and the desired output without requiring any decision to be made by the programmer and once “trained” could be applied to new data. The ability of the algorithm to predict the weather would improve based on the availability of historical data. Using a machine learning/data mining approach large amounts of data can be utilized and no explicit programming of how the problem is solved needs to be done. This process might seem a little bit strange and abstract at this point but hopefully will become clearer through concrete examples in the following sections. The techniques described in this chapter are used in several MIR tasks described in the second part of this book.
7.1 Feature Matrix, Train Set, Test Set

In many analysis and mining tasks the data of interest is represented as vectors of numbers. By having each object of interest represent as a finite vector of numbers (features) the domain specific information is encapsulated in the feature and generic machine learning algorithms can be developed. For example, the same classification algorithm with different features as input can be used to perform face recognition (with features based on image analysis), music genre classification (with features based on audio analysis), or document categorization (with features based on text analysis).

A feature matrix is a 2D matrix where each row (also known as instance or sample) is a feature vector consisting of numbers (also known as attributes or features) characterizing a particular object of interest. Formally it can be notated as:

\[ X = x_i \in \mathbb{R}^d, i = 1, \ldots, n \]  

(7.1)

where \( i \) is the instance index, \( n \) is the number of instances, and \( d \) is the dimensionality of the feature vector.

In supervised learning the feature matrix is associated with a vector of ground truth classification labels typically represented as integers for each instance \( y_i \). The training set consists of the feature matrix and associated labels:

\[ T = (X, y) = (x_i, y_i). \]  

(7.2)

7.2 Similarity and distance metrics

Euclidean, Mahalanobis, Earth Mover, Kullback-Leibler

7.3 Classification

Classification is one of the most common problems in pattern recognition and machine learning. The basic idea is straightforward to describe. The goal of a classification system is to “classify” objects by assigning to them a unique label from a finite, discrete set of labels (also known as classes or categories). In
classic supervised learning, a “training” set of feature vectors representing different objects is provided together with associated “ground truth” class labels. After the classifier is “trained” it can then be used to “predict” the class label of objects that it has not encountered before using the feature vectors corresponding to these objects.

A classifier is an algorithm that operates in two phases. In the first phase called training, it takes as input the training set $T$ and analyzes it in order to compute what is called a model. The model is some kind of representation, typically a vector of parameters, that characterizes the particular classification problem for a given type of classifier. In the second phase, called prediction or testing, the trained model is used to predict (estimate) the classification labels for a new feature matrix called the testing set.

7.3.1 Evaluation

Before describing different classification algorithms we discuss how their effectiveness can be evaluated. Having a good understanding of evaluation is even more important than understanding how different algorithm works as in most cases the algorithm can be simply treated as a black box.

The goal of a classifier is to be able to classify objects it has not encountered before. Therefore in order to get a better estimate of its performance on unknown data it is necessary to use some of the instances labeled with ground truth for testing purposes and not take them into account when training. The most common such evaluation scheme is called $K$-fold cross-validation. In this scheme the set of labeled instances is divided into $K$ distinct subsets (folds) of approximately equal sizes. Each fold is used for testing once with the $K - 1$ remaining folds used for training. As an example if there are 100 feature vectors then each fold will contain 10 feature vectors with each one of them being used one time for testing and $K - 1$ times for training. The most common evaluation metric is classification accuracy which is defined as the percentage of testing feature vectors that were classified correctly based on the ground truth labels. When classifying music tracks a common post-processing technique that is applied is the so-called artist filter which ensures that the feature vectors corresponding to tracks from the same artist are not split between training and testing and are exclusively allocated only to one of them. The rationale behind artist filtering is that feature vectors from the same artist will tend to be artificially related or correlated due to similarities in the recording process and instrumentation. Such feature vectors will be classified
more easily if included in both training and testing and maybe inflate the classification accuracy. Similar considerations apply to feature vectors from the same music track if each track is represented by more than one in which case a similar track filter should be applied.

XXX Add explanations of bootstrapping, leave-one-out, percentage split XXX stratification

The most common evaluation metric for automatic classification is accuracy which is simply defined as the number of correctly classified instances in the testing data. It is typically expressed as a percentage. Additional insight can be provided by examining the confusion matrix which is a matrix that shows the correct classifications in the diagonal and shows how the misclassification are distributed among the other class labels.

XXX Figure with hypothetical example XXX Figure with confusion matrix

### 7.3.2 Generative Approaches

naive bayes, gmm

### 7.3.3 Discriminative

perceptron, svm, ann, decision tree perceptron, svm, decision tree, adaboost, KNN

### 7.3.4 Ensembles

adaboost

### 7.3.5 Variants

multi-label, hierarchical, co-clustering, online, multi-instance,

### 7.4 Clustering

k-means, spectral clustering, hierarchical
7.5 Dimensionality Reduction

7.5.1 Principal Component Analysis

Principal component analysis (PCA) coverts a set of feature vectors with possibly correlated attributes into a set of feature vectors where the attributes are linearly uncorrelated. These new transformed attributes are called the principal components and when the method is used for dimensionality reduction their number is less than the number of original attributes. Intuitively this transformation can be understood as a projection of the original feature vectors to a new set of orthogonal axes (the principal components) such that each succeeding axis explains the highest variance of the original data-set possible with the constraint that it is orthogonal to the preceding component. In a typical application scenario where each song is represented by a 70 dimensional feature vector, the application of PCA to these feature vectors could be used to convert them to 3 dimensional feature vectors which can be visualized as points in a 3D space. A common way of calculating PCA is based on the covariance matrix which defined as:

\[
C = \frac{1}{N} \sum B \times B^* \tag{7.3}
\]

where \( \ast \) denotes the transpose operator and \( B \) is the matrix resulting from subtracting the empirical mean of each dimension of the original data matrix consisting of the \( N \) feature vectors. The eigenvectors and eigenvalues of this covariance matrix are then computed and sorted in order of decreasing eigenvalue and the first \( K \) where \( K \) is the desired number of reduced dimensions are selected as the new basis vectors. The original data can then be projected into the new space spanned by these basis functions i.e the principal components. PCA is a standard operation in statistics and it is commonly available in software package dealing with matrices.

One of the potential issues with PCA for music visualization is that because it tries to preserve as much as possible the distances between points from the original feature space to the transformed feature space it might leave large areas of the available space empty of points. This is particularly undesirable in interfaces based on various types of touch surfaces where in the ideal case everywhere a user might press should trigger some music. Self-organizing maps are an approach that attempts to perform both dimensionality reduction and clustering at the same time while mostly preserving topology but not distances. It can result in more
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dense transformed feature spaces that are also discrete in nature in contrast to
PCA which produces a transformed continuous space that needs to be discretized.

7.5.2 Self-Organizing Maps

The traditional SOM consists of a 2D grid of neural nodes each containing an
$n$-dimensional vector, $x(t)$ of data. The goal of learning in the SOM is to cause
different neighboring parts of the network to respond similarly to certain input
patterns. This is partly motivated by how visual, auditory and other sensory
information is handled in separate parts of the cerebral cortex in the human brain.
The network must be fed a large number of example vectors that represent, as
closely as possible, the kinds of vectors expected during mapping. The data
associated with each node is initialized to small random values before training.
During training, a series of $n$-dimensional vectors of sample data are added to the
map. The “winning” node of the map known as the best matching unit (BMU)
is found by computing the distance between the added training vector and each
of the nodes in the SOM. This distance is calculated according to some pre-
defined distance metric which in our case is the standard Euclidean distance on
the normalized feature vectors.

Once the winning node has been defined, it and its surrounding nodes reor-
ganize their vector data to more closely resemble the added training sample. The
training utilizes competitive learning. The weights of the BMU and neurons close
to it in the SOM lattice are adjusted towards the input vector. The magnitude of the
change decreases with time and with distance from the BMU. The time-varying
learning rate and neighborhood function allow the SOM to gradually converge and
form clusters at different granularities. Once a SOM has been trained, data may
be added to the map simply by locating the node whose data is most similar to
that of the presented sample, i.e. the winner. The reorganization phase is omitted
when the SOM is not in the training mode.

The update formula for a neuron with representative vector $N(t)$ can be written
as follows:

$$N(t + 1) = N(t) + \Theta(v, t)\alpha(t)(x(t) - N(t))$$

where $\alpha(t)$ is a monotonically decreasing learning coefficient and $x(t)$ is the
input vector. The neighborhood function $\Theta(v, t)$ depends on the lattice distance
between the BMU and neuron $v$.

PCA, LDA, Self-Organizing Maps, FastMap,
7.6 Modeling Time Evolution

7.6.1 Dynamic Time Warping

More formally the problem is given two sequences of feature vectors with different lengths and timings find the optimal way of “elastically” transforming by the sequences so that they match each other. A common technique used to solve this problem and also frequently employed in the literature for cover song detection is Dynamic Time Warping (DTW) a specific variant of dynamic programming. Given two time series of feature vectors $X = (x_1, x_2, \ldots, x_M)$ and $Y = (y_1, y_2, \ldots, y_N)$ with $X, Y \in \mathbb{R}^d$ the DTW algorithm yields an optimal solution in $O(MN)$ time where $M$ and $N$ are the lengths of the two sequences. It requires a local distance measure that can be used to compare individual feature vectors which should have small values when the vectors are similar and large values when they are different:

$$d : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \geq 0$$ (7.5)

The algorithm starts by building the distance matrix $C \in \mathbb{R}^{M \times N}$ representing all the pairwise distances between the feature vectors of the two sequences. The goal of the algorithm is to find the alignment or warping path which is a correspondence between the elements of the two sequences with the boundary constraint that the first and last elements of the two sequences are assigned to each other. Intuitively for matching sequences the alignment path will be roughly diagonal and will run through the low-cost areas of the cost matrix. More formally the alignment is a sequence of points $(p_i, p_j) \in [1 : M] \times [1 : N]$ for which the starting and ending points must be the first and last points of the aligned sequences, the points are time-ordered and each step size is constrained to either move horizontally, vertically or diagonally. The cost function of the alignment path is the sum of all the pairwise distances associated with its points and the alignment path that has the minimal cost is called the optimal alignment path and is the output of the DTW.

Figure 14.1 shows two distance matrices that are calculated based on energy contours of different orchestra music movements. The left matrix is between two performances by different orchestras of the same piece. Even though the timing and duration of each performance is different they exhibit a similar overall energy envelope shown by the energy curves under the two axes. The optimal alignment path computed by DTW is shown imposed over the distance matrix. In contrast
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![Figure 7.1: Similarity Matrix between energy contours and alignment path using Dynamic Time Warping](image)

(a) Good Alignment  
(b) Bad Alignment

the matrix on the right shows the distance matrix between two unrelated orchestral movements where it is clear there is no alignment.

### 7.6.2 Hidden Markov Models

### 7.6.3 Kalman and Particle Filtering

### 7.7 Further Reading

cite Mitchell, Duda and Hart, Theodoridis and Bishop.
Part II

Tasks
Chapter 8

Similarity Retrieval

Similarity retrieval (or query-by-example) is one of the most fundamental MIR tasks. It is also one of the first tasks that were explored in the literature. It was originally inspired by ideas from text information retrieval and this early influence is reflected in the naming of the field. Today most people with computers use search engines on a daily basis and are familiar with the basic idea of text information retrieval. The user submits a query consisting of some words to the search engine and the search engine returns a ranked list of web pages sorted by how relevant they are to the query.

Similarity retrieval can be viewed as an analogous process where instead of the user querying the system by providing text the query consists of an actual piece of music. The system then responds by returning a list of music pieces ranked by their similarity to the query. Typically the input to the system consists of the query music piece (using either a symbolic or audio representation) as well as additional metadata information such as the name of the song, artist, year of release etc. Each returned item typically also contains the same types of meta-data. In addition to the audio content and meta-data other types of user generated information can also be considered such as ranking, purchase history, social relations and tags. Similarity retrieval can also be viewed as a basic form of playlist generation in which the returned results form a playlist that is “seeded” by the query. However more complex scenarios of playlist generation can be envisioned. For example a start and end seed might be specified or additional constraints such as approximate duration or minimum tempo variation can be specified. Another variation is based
on what collection/database is used for retrieval. The term playlisting is more
commonly used to describe the scenario where the returned results come from the
personal collection of the user, while the term recommendation is more commonly
used in the case where the returned results are from a store containing a large
universe of music. The purpose of the recommendation process is to entice the
user to purchase more music pieces and expand their collection. Although these
three terms (similarity retrieval, music recommendation, automatic playlisting)
have somewhat different connotations the underlying methodology for solving
them is similar so for the most part we will use them interchangeably. Another
related term that is sometimes used in personalized radio in which the idea is to
play music that is personalized to the preferences to the user.

One can distinguish three basic approaches to computing music similarity.
Content-based similarity is performed by analyzing the actual content to extract
the necessary information. Metadata approaches exploit sources of information
that are external to the actual content such as relationships between artists, styles,
tags or even richer sources of information such as web reviews and lyrics. Usage-
based approaches track how users listen and purchase music and utilize this infor-
mation for calculating similarity. Examples include collaborative filtering in
which the commonalities between purchasing histories of different users are ex-
loited, tracking peer-to-peer downloads or radio play of music pieces to evaluate
their “hotness” and utilizing user generated rankings and tags.

There are trade-offs involved in all these three approaches and most likely
the ideal system would be one that combines all of them intelligently. Usage-
based approaches suffer from what has been termed the “cold-start” problem in
which new music pieces for which there is no usage information can not be rec-
ommended. Metadata approaches suffer from the fact that metadata information is
frequently noisy or inaccurate and can sometimes require significant semi-manual
effort to clean up. Finally content-based methods are not yet mature enough to
extract high-level information about the music.

From a data mining perspective similarity retrieval can be considered a ranking
problem. Given a query music track $q$ and a collection of music tracks $D$ the
goal of similarity retrieval is to return a ranked list of the music tracks in $D$
sorted by similarity so that the most similar objects are at the top of the list.
In most approaches this ranking is calculated by defining some similarity (or
distance) metric between pairs of music tracks. The most basic formulation is
to represent each music track as a single feature vector of fixed dimensionality
$x = [x_1, x_2, \ldots, x_n]^T$ and use standard distance metrics such as L1 (Manhattan)
or L2 (Euclidean) or Mahalanobis on the resulting high dimensional space. This

---
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feature vector is calculated using audio feature extraction techniques as described in the following sections. Unless the distance metric is specifically designed to handle features with different dynamic ranges the feature vectors are typically normalized for example by scaling all of them so that their maximum value over the dataset is 1 and their minimum value is 0. A more complex alternative is to treat each music track as a distribution of feature vectors. This is accomplished by assuming that the feature vectors are samples of an unknown underlying probability density function that needs to be estimated. By assuming a particular parametric form for the pdf (for example a Gaussian Mixture Model) the music track is then represented as a parameter vector $\theta$ that is estimated from the data. This way the problem of finding the similarity between music tracks is transformed to the problem of somehow finding the difference between two probability distributions. Several such measures of probability distance have been proposed such as histogram intersection, symmetric Kullback-Leibler divergence and earth mover’s distance. In general computation of such probabilistic distances are more computationally intensive than geometric distances on feature vectors and in many cases require numerical approximation as they can not be obtained analytically.

An alternative to audio feature extraction is to consider similarity based on text such as web pages, user tags, blogs, reviews, and song lyrics. The most common model when dealing with text is the so called “bag of words” representation in which each document is represented as an unordered set of its words without taking into account any syntax or structure. Each word is assigned a weight that indicates the importance of the word for some particular task. The document can then be represented as a feature vector comprising of the weights corresponding to all the words of interest. From a data mining perspective the resulting feature vector is no different than the ones extracted from audio feature extraction and can be handled using similar techniques. In the previous section we described a particular example of text based feature extraction for the purpose of predicting the country of origin as an artist.

As an example of how a text-based approach can be used to calculate similarity consider the problem of finding how similar are two artists $A$ and $B$. Each artist is characterized by a feature vector consisting of term weights for the terms they have in common. The cosine similarity between the two feature vectors is defined as the cosine of the angle between the vectors and has the property that it is not affected by the magnitude of the vector (which would correspond to the absolute number of times terms appear and could be influenced by the popularity of the artist):
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\[ sim(A, B) = \cos \theta = \frac{\sum_t A(t) \times B(t)}{\sqrt{\sum_t A(t)^2} \times \sqrt{\sum_t B(t)^2}} \] (8.1)

Another approach to calculating similarity is to assume that the occurrence of two music tracks or artists within the same context indicates some kind of similarity. The context can be web pages (or page counts returned by a search engine), playlists, purchase histories, and usage patterns in peer-to-peer (P2P) networks. Collaborative filtering (CF) refers to a set of techniques that make recommendations to users based on preference information from many users. The most common variant is to assume that the purchase history of a particular user (or to some extent equivalently their personal music collections) is characteristic of their taste in music. As an example of how co-occurrence can be used to calculate similarity, a search engine can be queried individually for documents that contain a particular artist A and B, as well as documents that contain both A and B. The artist similarity between A and B can then be found by:

\[ sim(A, B) = \frac{co(A, B)}{\min(co(A), co(B))} \] (8.2)

where \( co(X) \) is the number of pages returned for query \( X \) or the co-occurrences of A and B in some context. A similar measure can be defined based on co-occurrences between tracks and artists in playlists and compilation albums based on conditional probabilities:

\[ sim(A, B) = \frac{1}{2} \left( \frac{co(A, B)}{co(A)} + \frac{co(A, B)}{co(B)} \right) \] (8.3)

Co-occurrences can also be defined in the context of peer-to-peer networks by considering the number of users that have both artists A and B in their shared collection. The popularity bias refers to the problem of popular artists appearing more similar than they should be due to them occurring in many contexts. A similarity measure can be designed to down weight the similarity between artists if one of them is very popular and the other is not (the right-hand part of the following equation):

\[ sim(A, B) = \frac{C(A, B)}{C(B)} \times \left( 1 - \frac{|C(A) - C(B)|}{C(Max)} \right) \] (8.4)

where \( C(Max) \) is the number of times the most popular artist appears in a context.
8.0.1 Evaluation of similarity retrieval

One of the challenges in content-based similarity retrieval is evaluation. In evaluating mining systems ideally one can obtain ground truth information that is identical to the outcome of the mining algorithm. Unfortunately this is not the case in similarity as it would require manually sorting large collections of music in order of similarity to a large number of queries. Even for small collections and number of queries collecting such data would be extremely time consuming and practically impossible. Instead the more common approach is to only consider the top K results for each query where K is a small number and have users annotate each result as relevant or not relevant. Sometimes a numerical discrete score is used instead of a binary relevance decision. Another possibility that has been used is to assume that tracks by the same artist or same genre should be similar and use such groupings to assign relevance values.

Evaluation metrics based on information retrieval can be used to evaluate the retrieved results for a particular query. They assume that each of the returned results has a binary annotation indicating whether or not it is relevant to the query. The most common one is the F-measure which is a combination of the simpler measures of Precision and Recall. Precision is the fraction of retrieved instances that are relevant. Recall is the fraction of relevant instances that are retrieved. As an example consider a music similarity search in which relevance is defined by genre. If for a given query of Reggae music it returns 20 songs and 10 of them are also Reggae the precision for that query is $\frac{10}{20} = 0.5$. If there are a total of 30 reggae songs in the collection searched then the relevance for that query is $\frac{10}{30} = 0.33$. The F-measure is defined as the harmonic mean of Precision $P$ and Recall $R$.

$$F = 2 \times \frac{P \times R}{P + R} \quad (8.5)$$

These three measures are based on the list of documents returned by the system without taking into account the order they are returned. For similarity retrieval a more accurate measure is the Average Precision which is calculated by computing the precision and recall at every position in the ranked sequence of documents, creating a precision-recall curve and computing the average. This is equivalent to the following finite sum:

$$AP = \frac{\sum_{k=1}^{n} P(k) \times rel(k)}{\#\text{relevant documents}} \quad (8.6)$$
where \( P(k) \) is the precision at list position \( k \) and \( rel(k) \) is an indicator function that is 1 if the item at list position (or rank) \( k \) is a relevant document and 0 otherwise.

All of the measures described above are defined for a single query. They can easily be extended to multiple queries by taking their average across the queries. The most common way of evaluating similarity systems with binary relevance ground-truth is the Mean Average Precision (MAP) which is defined as the mean of the Average Precision across a set of queries.

The Music Information Retrieval Evaluation Exchange (MIREX) is an annual evaluation benchmark in which different groups submit algorithms to solve various MIR tasks and their performance is evaluated using a variety of subjective and objective metrics. Table ?? shows representative results of the music similarity and retrieval task from 2010. It is based on a dataset of 7000 30-second audio clips drawn from 10 genres. The objective statics are the precision at 5, 10, 20 and 50 retrieved items without counting entries by the artist (artist filtering). The subjective statics are based on human evaluation of approximately 120 randomly selected queries and 5 results per query. Each result is graded with a fine score (between 0 and 100 with 100 being most similar) and a broad score (0 not similar, 1 somewhat similar, 2 similar) and the results are averaged. As can be seen all automatic music similarity systems perform significantly better than the random baseline (RND). The differ in terms of the type of extracted features utilized, the decision fusion strategy (such as simple concatenation of the different feature sets or empirical combinations of distances from the individual feature sets), and whether post-processing is applied to the resulting similarity matrix. There is also a strong correlation between the subjective and objective measures although it is not perfect (for example SSPK2 is better than PSS1 in terms of subjective measures but worst in terms of objective measures).
<table>
<thead>
<tr>
<th></th>
<th>FS</th>
<th>BS</th>
<th>P@5</th>
<th>P@10</th>
<th>P@20</th>
<th>P@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>RND</td>
<td>17</td>
<td>0.2</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>TLN3</td>
<td>47</td>
<td>0.97</td>
<td>48</td>
<td>47</td>
<td>45</td>
<td>42</td>
</tr>
<tr>
<td>TLN2</td>
<td>47</td>
<td>0.97</td>
<td>48</td>
<td>47</td>
<td>45</td>
<td>42</td>
</tr>
<tr>
<td>TLN1</td>
<td>46</td>
<td>0.94</td>
<td>47</td>
<td>45</td>
<td>43</td>
<td>40</td>
</tr>
<tr>
<td>BWL1</td>
<td>50</td>
<td>1.08</td>
<td>53</td>
<td>51</td>
<td>50</td>
<td>47</td>
</tr>
<tr>
<td>PS1</td>
<td>55</td>
<td>1.22</td>
<td>59</td>
<td>57</td>
<td>55</td>
<td>51</td>
</tr>
<tr>
<td>PSS1</td>
<td>55</td>
<td>1.21</td>
<td>62</td>
<td>60</td>
<td>58</td>
<td>55</td>
</tr>
<tr>
<td>SSPK2</td>
<td>57</td>
<td>1.24</td>
<td>59</td>
<td>58</td>
<td>56</td>
<td>53</td>
</tr>
</tbody>
</table>

Table 8.1: 20120 MIREX Music Similarity and Retrieval Results
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Chapter 9

Classification

9.1 Classification

In the last 10 years musical genre classification of audio signals has been widely studied and can be viewed as a canonical problem in which audio feature extraction has been used. Frequently new approaches to audio feature extraction are evaluated in the context of musical genre classification. They include sparse overcomplete representations [28] as well as bio-inspired joint acoustic and modulation frequency representations [78].

Audio classification has a long history in the area of Speech Recognition but has only recently been applied to music. Even though there was some earlier work [58, 88] a good starting point for audio-based musical genre classification is the system that was proposed in 2002 by Tzanetakis [94].

Once the audio feature are extracted they need to be used to “train” a classifier using supervised learning techniques. This is accomplished using all the labeled audio feature representations for a training collection tracks. If the audio feature representation has been summarized over the entire track to a single high-dimensional feature vector then this corresponds to the “classic” formulation of classification and any machine learning classifier can be used directly. Examples of classifiers that have been used in the context of audio-based music classification include: Gaussian Mixture Models [4, 94], Support Vector Machines [71, 62], and AdaBoost [10]. Another alternative is to perform classification in smaller seg-
ments and then aggregate the results using majority voting. A more complicated approach (frequently called bag-of-frames) consists of modeling each track using distribution estimation methods for example a Gaussian Mixture Model trained using the EM-algorithm. In this case each track is represented as a probability distribution rather than a single high-dimensional point (feature vector). The distance between the probability distributions can be estimated for example using KL-divergence or approximations of it for example using the Monte-Carlo method depending on the particular parametric form used for density estimation. By establishing a distance metric between tracks it is possible to perform retrieval and classification by simple techniques such as k-nearest neighbors [4].

Evaluation of classification is relatively straightforward and in most ways identical to any classification task. The standard approach is to compare the predicted labels with ground truth labels. Common metrics include classification accuracy as well as retrieval metrics such as precision, recall, f-measure. When retrieval metrics are used it is assumed that for a particular query relevant documents are the tracks with the same genre label. Cross-validation is a technique frequently used in evaluating classification where the labeled data is split into training and testing sets in different ways to ensure that the metrics are not influenced by the particular choice of training and testing data. One detail that needs to be taken into account is the so-called album effect in which classification accuracy improves when tracks from the same album are included in both training and testing data. The cause is recording production effects that are common between tracks in the same album. The typical approach is to ensure that when performing cross-validation tracks from the same album or artist only go to either the training or testing dataset.

Classification accuracy on the same dataset and using the same cross-validation approach can be used for comparing the relative performance of different algorithms and design choices. Interpreting the classification accuracy in absolute terms is trickier because of the subjective nature of genre labeling as has already been discussed in the section on ground truth labeling. In the early years of research in audio-based musical genre classification each research group utilized different datasets, cross-validation approaches and metrics making it hard to draw any conclusions about the merits of different approaches. Sharing datasets is harder due to copyright restrictions. The Music Information Retrieval Evaluation Exchange (MIREX) [25] is an annual event where different MIR algorithms are evaluated using a variety of metrics on different tasks including several audio-based classification tasks. The participants submit their algorithms and do not have access to the data which addresses both the copy-right problem and the issue
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Chapter 12

Symbolic Representations

Music throughout most of human history was transmitted orally and only existed ephemerally at the time and place it was performed. Language and poetry were similarly orally transmitted until the development of writing which allowed linguistic information to be preserved over time and space using physical objects such as clay tablets. Cuniform script is one of the earliest forms of writing and it is perhaps not surprising that one of the earliest examples of music notation is in cuniform dated to 2000 BC.

Over time several cultures developed a variety of music notation systems. To some extent all these notation systems can be considered as mnemonic aids for performers differing in the type of information they encode.
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Queries

13.1 Query by example

13.2 Query by humming
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Chapter 14

Fingerprinting and Cover Song Detection

14.1 Fingerprinting

[2] [44]

14.2 Cover song detection

In addition to content-based similarity there are two related music mining problems. The goal of audio fingerprinting is to identify whether a music track is one of the recordings in a set of reference tracks. The problem is trivial if the two files are byte identical but can be considerably more challenging when various types of distortion need to be taken into account. The most common distortion is perceptual audio compression (such as mp3 files) which can result in significant alterations to the signal spectrum. Although these alterations are not directly perceptible by humans they make the task of computer identification harder. Another common application scenario is music matching/audio fingerprinting for mobile applications in which the query signal is acquired through a low quality
microphone on a mobile phone and contains significant amount of background noise and interference. At the same time the underlying signal is the same exact music recording which can help find landmark features and representations that are invariant to these distortions. Cover song detection is the more subtle problem of finding versions of the same song possibly performed by different artists, instrumentation, tempo. As the underlying signals are completely different it requires the use of more high level representations such as chroma vectors that capture information about the chords and the melody of the song without being affected by timbral information. In addition it requires sophisticated sequence matching approaches such as dynamic time warping (DTW) or Hidden Markov Models (HMM) to deal with the potential variations in tempo. Although both of these problems can be viewed as content-based similarity retrieval problems with an appropriately defined notion of similarity they have some unique characteristics. Unlike the more classic similarity retrieval in which we expect the returned results to gradually become less similar, in audio fingerprinting and cover song detection there is a sharper cutoff defining what is correct or not. In the ideal case copies or cover versions of the same song should receive a very high similarity score and everything else a very low similarity score. This specificity is the reason why typically approaches that take into account the temporal evolution of features are more common.

Audio fingerprinting is a mature field with several systems being actively used in industry. As a representative example we describe a landmark-based audio fingerprinting system based on the ideas used by Shazam which is a music matching service for mobile phones. In this scheme each audio track is represented by the location in time and frequency of prominent peaks of the spectrogram. Even though the actual amplitude of these peaks might vary due to noise and audio compression their actual location in the time frequency plane is preserved quite well in the presence of noise and distortion. The landmarks are combined into pairs and each pair is characterized by three numbers \( f_1, f_2, t \) which are the frequency of the first peak, the frequency of the second peak and the time between them. Both reference tracks and the query track are converted into this landmark representation. The triplets characterizing each pair are quantized with the basic idea being that if the query and a reference track have a common landmarks with consistent timing they are a match. The main challenge in an industrial strength implementation is deciding on the number of landmarks per second and the thresholds used for matching. The lookup of the query landmarks into the large pool of reference landmarks can be performed very efficiently using hashing.
techniques to effectively create an inverted index which maps landmarks to the files they originate.

To solve the audio cover song detection problem there are two issues that need to be addressed. The first issue is to compute a representation of the audio signal that is not affected significantly by the timbre of the instruments playing but still captures information about the melody and harmony (the combination of discrete pitches that are simultaneously sounding) of the song. The most common representation used in music mining for this purpose are chroma vectors (or pitch class profiles) which can be thought of as histograms showing the distribution of energy among different discrete pitches. The second issue that needs to be addressed is how to match two sequence of feature vectors (chroma vectors in this case) that have different timing and length as there is no guarantee that a cover song is played at the same tempo as the original and there might be multiple sections with different timing each.

More formally the problem is given two sequences of feature vectors with different lengths and timings find the optimal way of “elastically” transforming by the sequences so that they match each other. A common technique used to solve this problem and also frequently employed in the literature for cover song detection is Dynamic Time Warping (DTW) a specific variant of dynamic programming. Given two time series of feature vectors \( X = (x_1, x_2, \ldots, x_M) \) and \( Y = (y_1, y_2, \ldots, y_N) \) with \( X, Y \in \mathbb{R}^d \) the DTW algorithm yields an optimal solution in \( O(MN) \) time where \( M \) and \( N \) are the lengths of the two sequences. It requires a local distance measure that can be used to compare individual feature vectors which should have small values when the vectors are similar and large values when they are different:

\[
d : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \geq 0
\]

The algorithm starts by building the distance matrix \( C \in \mathbb{R}^{M \times N} \) representing all the pairwise distances between the feature vectors of the two sequences. The goal of the algorithm is to find the alignment or warping path which is a correspondence between the elements of the two sequences with the boundary constraint that the first and last elements of the two sequences are assigned to each other. Intuitively for matching sequences the alignment path will be roughly diagonal and will run through the low-cost areas of the cost matrix. More formally the alignment is a sequence of points \( (p_i, p_j) \in [1 : M] \times [1 : N] \) for which the starting and ending points must be the first and last points of the aligned sequences, the points are time-ordered and each step size is constrained to either
move horizontally, vertically or diagonally. The cost function of the alignment path is the sum of all the pairwise distances associated with its points and the alignment path that has the minimal cost is called the \textbf{optimal alignment path} and is the output of the DTW.

![Good Alignment](image1.png) ![Bad Alignment](image2.png)

Figure 14.1: \textit{Similarity Matrix between energy contours and alignment path using Dynamic Time Warping}

Figure 14.1 shows two distance matrices that are calculated based on energy contours of different orchestra music movements. The left matrix is between two performances by different orchestras of the same piece. Even though the timing and duration of each performance is different they exhibit a similar overall energy envelope shown by the energy curves under the two axes. The optimal alignment path computed by DTW is shown imposed over the distance matrix. In contrast the matrix on the right shows the distance matrix between two unrelated orchestral movements where it is clear there is no alignment.

Cover song detection is performed by applying DTW between all the query song and all the references and returning as a potential match the one with the minimum total cost for the optimal alignment path. Typically the alignment cost between covers of the same song will be significantly lower than the alignment cost between two random songs. DTW is a relatively costly operation and therefore this approach does not scale to large number of songs. A common solution for large scale matching is to apply an audio fingerprinting type of approach with efficient matching to filter out a lot of irrelevant candidates and once a sufficient small number of candidate reference tracks have been selected apply pair-wise DTW between the query and all of them.
14.2. COVER SONG DETECTION

<table>
<thead>
<tr>
<th></th>
<th>RE</th>
<th>SZA</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean # of covers in top 10</td>
<td>6.20</td>
<td>7.35</td>
<td>1.96</td>
</tr>
<tr>
<td>Mean Average Precision</td>
<td>0.66</td>
<td>0.75</td>
<td>0.20</td>
</tr>
<tr>
<td>Mean Rank of first correct cover</td>
<td>2.28</td>
<td>6.15</td>
<td>29.90</td>
</tr>
</tbody>
</table>

Table 14.1: 2009 MIREX Audio Cover Song Detection - Mixed Collection

<table>
<thead>
<tr>
<th></th>
<th>RE</th>
<th>SZA</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean # of covers in top 10</td>
<td>8.83</td>
<td>9.58</td>
<td>5.27</td>
</tr>
<tr>
<td>Mean Average Precision</td>
<td>0.91</td>
<td>0.96</td>
<td>0.56</td>
</tr>
<tr>
<td>Mean Rank of first correct cover</td>
<td>1.68</td>
<td>1.61</td>
<td>5.49</td>
</tr>
</tbody>
</table>

Table 14.2: 2009 MIREX Audio Cover Song Detection - Mazurkas

Table 14.1 shows the results of the audio cover song detection task of MIREX 2009 in the so called “mixed” collection which consists of 1000 pieces that contain 11 “cover song” each represented by 11 different versions. As can be seen the performance is far from perfect but it is still impressive given the difficulty of the problem. An interesting observation is that the objective evaluation measures are not consistent. For example the RE algorithm performs slightly worse than the SZA in terms of mean average precision but has been mean rank for the first correctly identified cover. Table 14.2 shows the results of the MIREX 2009 audio cover song detection task for the Mazurkas collection which consists 11 different performances/versions of 49 Chopin Mazurkas. As can be seen from the results this is a easier dataset to find covers probably due to the smaller size and more uniformity in timbre. The RE algorithm is based on the calculation of different variants of chroma vectors utilizing multiple feature sets. In contrast to the more common approach of scoring the references in a ranked list and setting up a threshold for identifying covers it follows a classification approach in which a pair is either classified as reference/cover or as reference/non-cover. The SZA algorithm is based on harmonic pitch class profiles (HPCP) which are similar
to chroma vectors but computed over a sparse harmonic representation of the audio signal. The sequence of feature vectors of one song is transposed to the main tonality of the other song in consideration. A state space representation of embedding $m$ and time delay $z$ is used to represent the time series of HPCP with a recurrence quantification measure used for calculating cover song similarity.
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Other topics

In this chapter we cover several MIR topics that either are emerging or their associated literature is limited or both.

15.1 Optical Music Recognition
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15.2 Digital Libraries and Metadata
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15.3 Computational Musicology
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15.3.2 Computational Ethnomusicology

15.3.3 MIR in live music performance
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Interaction
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Chapter 19

Tools

Although frequently researchers implement their own audio feature extraction algorithms there are several software collections that are freely available that contain many of the methods described in this chapter. They have enabled researchers more interested in the data mining and machine learning aspects of music analysis to build systems more easily. They differ in the programming language/environment they are written, the computational efficiency of the extraction process, their ability to deal with batch processing of large collections, their facilities for visualizing feature data, and their expressiveness/flexibility in describing complex algorithms.

Table 19.1 summarizes information about some of the most commonly used software resources as of the year 2010. The list is by no means exhaustive but does provide reasonable coverage of what is available. Several of the figures in this chapter were created using Marsyas and some using custom MATLAB code.

19.1 Datasets
<table>
<thead>
<tr>
<th>Name</th>
<th>URL</th>
<th>Programming Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auditory Toolbox</td>
<td>tinyurl.com/3yomxwl</td>
<td>MATLAB</td>
</tr>
<tr>
<td>CLAM</td>
<td>clam-project.org/</td>
<td>C++</td>
</tr>
<tr>
<td>D.Ellis Code</td>
<td>tinyurl.com/6cvtdz</td>
<td>MATLAB</td>
</tr>
<tr>
<td>HTK</td>
<td>htk.eng.cam.ac.uk/</td>
<td>C++</td>
</tr>
<tr>
<td>jAudio</td>
<td>tinyurl.com/3ah8ox9</td>
<td>Java</td>
</tr>
<tr>
<td>Marsyas</td>
<td>marsyas.info</td>
<td>C++/Python</td>
</tr>
<tr>
<td>MA Toolbox</td>
<td>pampalk.at/ma/</td>
<td>MATLAB</td>
</tr>
<tr>
<td>MIR Toolbox</td>
<td>tinyurl.com/365oojm</td>
<td>MATLAB</td>
</tr>
<tr>
<td>Sphinx</td>
<td>cmusphinx.sourceforge.net/</td>
<td>C++</td>
</tr>
<tr>
<td>VAMP plugins</td>
<td><a href="http://www.vamp-plugins.org/">www.vamp-plugins.org/</a></td>
<td>C++</td>
</tr>
</tbody>
</table>

Table 19.1: Software for Audio Feature Extraction
19.2 Digital Music Libraries

VARIATIONS
Appendix A

Statistics and Probability

A brief overview of the necessary concepts.
Email Ashley to send me his PhD thesis
Appendix B

Project ideas

In this Appendix some project ideas related to music information retrieval are provided. They have been used in the Music Information Retrieval course taught at the University of Victoria and are appropriate for class projects with small teams (2-3 students).
Appendix C

Commercial activity 2011

Commercial activity in MIR related topics is in constant flux so it is hard to provide comprehensive information about it. At the same time it is interesting to observe which algorithms and techniques described in this book are actively used in real world applications. This appendix attempts to provide a snapshot of the current state of commercial activity in 202. The list of companies and systems described is by no means exhaustive but tries to be representative of existing activity.
Appendix D

Historic Time Line

In this Appendix I provide a list of historic milestones both academic and commercial in the emerging field of Music Information Retrieval. As is the case with any such attempt the resulting list is to some extent idiosyncratic. My hope is that it provides a picture of how the field evolved over time and helps readers situate the techniques and developments described in this book in time.
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